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Abstract Galois geometries and coding theory are two research areas which have been
interacting with each other for many decades. From the early examples linking linear MDS
codes with arcs in finite projective spaces, linear codes meeting the Griesmer bound with
minihypers, covering radius with saturating sets, links have evolved to functional codes,
generalized projective Reed–Muller codes, and even further to LDPC codes, random network
codes, and distributed storage. This article reviews briefly the known links, and then focuses
on new links and new directions. We present new results and open problems to stimulate
the research on Galois geometries, coding theory, and on their continuously developing and
increasing interactions.

Keywords Galois geometries · Coding theory · Network coding · Designs and codes over
vector spaces
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1 Introduction

Consider the projective space PG(N , q) of dimension N over the finite field Fq of order q .
This is the projective space arising from the vector space V (N+1, q) of dimension N+1 over
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the finite field Fq of order q , in which the (i +1)-dimensional vector subspaces are identified
with the i-dimensional projective subspaces of PG(N , q). So the 1-dimensional subspaces of
V (N + 1, q) correspond to the projective points of PG(N , q), the 2-dimensional subspaces
to the projective lines of PG(N , q), . . . , and the N -dimensional subspaces of V (N + 1, q)

correspond to the (N − 1)-dimensional projective subspaces of PG(N , q).
These (N − 1)-dimensional subspaces of PG(N , q) are also called the hyperplanes of

PG(N , q).
These finite projective spaces are also called Galois geometries, because they are defined

over Galois fields.
This projective setting enables the use of many geometrical ideas and techniques. Besides

being of great importance from a purely geometrical point of view, Galois geometries have
been investigated because of their many links to other research areas, such as cryptography,
design theory, graph theory, and coding theory.

Already in the seventies, a link betweenGalois geometries and coding theory ismentioned.
In the first standard reference on coding theory of Sloane andMacWilliams [114], the authors
explicitly mention the link between linear MDS codes and arcs in Galois geometries. The
sentence in the chapter on linear MDS codes stating this chapter to be one of the most
fascinating in all of coding theory has been cited by many researchers on Galois geometries
to prove the relevance of their research domain.

These links then extended to other research problems, such as the linear codes meeting
the Griesmer bound and covering radius of linear codes. These problems were investigated
by using many different techniques, including geometrical techniques. Here, the geometri-
cal equivalent substructures of minihypers and saturating sets were investigated in Galois
geometries. But also functional codes and generalized projective Reed–Muller codes have
been investigated via geometrical techniques.

More recently, new directions in coding theory appeared which intensified the close rela-
tionship between Galois geometries and coding theory. This includes LDPC codes, random
network coding, and distributed storage.

This articlewishes to draw attention toGalois geometries and coding theory, as two closely
interacting research areas, by discussing a great variety of links between coding theory and
Galois geometries.

We briefly recall known links between substructures in Galois geometries and coding
theory which have appeared in the survey articles [90,109]. But, to stress the ongoing impor-
tance of these substructures in Galois geometries and their equivalent problems in coding
theory, we focus on the important result of S. Ball, proving the MDS conjecture for linear
MDS codes over prime fields, in order to keepmotivating researchers to work on these known
links and problems, and to show that there is still a lot of progress to be made.

This is then followed by recent results on functional codes and generalized projective
Reed–Muller codes to give two other known domains linking Galois geometries and coding
theory.

To highlight the new directions and to stress that the links between Galois geometries and
coding theory are presently still greatly expanding, we focus on the newly established links
between Galois geometries with random network coding and distributed storage. Here, many
new relevant geometrical problems have arisen. These newly developed links increase the
relevance of Galois geometries, and show that Galois geometries still have a great future.

To make this article self-contained, we first describe the following notations.
An [n, k, d]-code C over the finite field Fq of order q is a k-dimensional subspace of

the vector space V (n, q) of dimension n over the finite field of order q , having minimum
distance d . A generator matrix of an [n, k, d]-code C is a k × n matrix G whose rows form
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a basis for the code C . The dual code C⊥ of an [n, k, d]-code C is the [n, n − k, d⊥]-code
consisting of all the vectors orthogonal to the codewords of C . A parity check matrix H for
an [n, k, d]-code C is a generator matrix for its dual code C⊥.

2 Early established links between Galois geometries and coding theory

2.1 Linear MDS codes and arcs in Galois geometries

This link starts from the well-known Singleton bound in coding theory.

Theorem 1 (The Singleton bound) For a linear [n, k, d]-code C, d ≤ n − k + 1.

Definition 2 A linear [n, k, n− k + 1]-code is called a linearMaximum Distance Separable
(MDS) code.

The following theorem gives the fundamental properties of linear MDS codes, which will
enable us to make the links to the geometrically equivalent arcs in Galois geometries.

Theorem 3 Let C be a linear [n, k, d]-code, then the following properties are equivalent:

(1) The code C is a linear [n, k, n − k + 1] MDS code,
(2) every k columns of a generator matrix G of C are linearly independent,
(3) every n − k columns of a parity check matrix H of C are linearly independent,
(4) the code C⊥ is a linear [n, n − k, k + 1] MDS code.

Independently, the following concept of arcs was defined in Galois geometries [89].

Definition 4 An n-arc in PG(k − 1, q) is a set of n points, every k of which are linearly
independent. An n-arc in PG(k − 1, q) is called complete if and only if it is not contained in
an (n + 1)-arc of PG(k − 1, q).

Definition 4 immediately makes the link with Theorem 3 (2), which gives the following
equivalence.

Theorem 5 The set K = {g1, . . . , gn} is an n-arc in PG(k − 1, q) if and only if the k × n
matrix G = (g1 · · · gn) defines a linear [n, k, n − k + 1] MDS code C.

The equivalence between Theorems 3 (1) and 3 (4) now leads to the following geometrical
result.

Theorem 6 Let K = {g1, . . . , gn} be an n-arc in PG(k −1, q) defining the linear [n, k, n−
k + 1] MDS code with generator matrix G = (g1 · · · gn), then there exists an n-arc K̃ =
{h1, . . . , hn} in PG(n − k − 1, q) such that K̃ defines the dual [n, n − k, k + 1] MDS code
C⊥ via the parity check matrix H = (h1 · · · hn) of C.

So the existence of an n-arc K in PG(k − 1, q) implies the existence of an n-arc K̃ in
PG(n−k−1, q). We say that an n-arc K in PG(k−1, q) and an n-arc K̃ in PG(n−k−1, q)

are C-dual if and only if they define dual linear MDS codes.
The standard example of an n-arc in PG(k − 1, q) is the normal rational curve.
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Definition 7 A normal rational curve K in PG(k − 1, q), 2 ≤ k ≤ q − 1, is a (q + 1)-arc
projectively equivalent to the set of points {(1, t, . . . , tk−1)|t ∈ F

+
q };F+

q = Fq ∪ {∞},∞ /∈
Fq , t = ∞ defines the point (0, . . . , 0, 1).

In PG(2, q), a normal rational curve is called a conic, and in PG(3, q), a normal rational
curve is called a twisted cubic.

The normal rational curves define the Generalized Doubly-Extended Reed-Solomon
(GDRS) codes, i.e., the classical examples of linear MDS codes. These GDRS codes are
used to encode music on compact discs [93] and are used in QR-codes [128].

The normal rational curve K = {(1, t, t2)|t ∈ F
+
q } in PG(2, q), q even, i.e., a conic in

PG(2, q), q even, can be extended by the point (0,1,0) to a (q+2)-arc, defining a [q+2, 3, q]-
code and a dual [q + 2, q − 1, 4]-code.

Themain conjecture regarding linearMDS codes states that the maximal length of a linear
[n, k, n − k + 1]-code over the finite field Fq of order q , 2 ≤ k ≤ q − 1, is equal to q + 1,
unless k ∈ {3, q − 1} and q is even.

The survey article [90] contains many tables on linear MDS codes and arcs in Galois
geometries. We refer to these tables for the main results on the main conjecture regarding
linear MDS codes, and also other results on linear MDS codes.

In this article, we wish to highlight the major breakthrough obtained by Ball [6]. The next
theorem solved the MDS conjecture completely for linear MDS codes over prime fields. It
is one of the best results in Galois geometries of the beginning of the 21st century.

Theorem 8 (Ball) [6] The maximal length for a linear [n, k, n − k + 1]-code over the finite
field Fq of order q, q an odd prime, 2 ≤ k ≤ q − 1, is equal to q + 1. If the length of the
linear [n, k, n − k + 1]-code over the finite field of order q, q an odd prime, 2 ≤ k ≤ q − 1,
is equal to q + 1, then the linear [n, k, n − k + 1]-code is a GDRS code.

This fundamental breakthrough was obtained by S. Ball by developing a coordinate-free
lemma of tangents approach. Previous results, as enumerated in the tables of [90], made use
of the lemma of tangents [89, Lemma 8.11].

The lemma of tangents was originally formulated for arcs in PG(2, q). It describes a
relation between slopes of lines meeting the arc in one point.

Lemma 1 (Lemma of tangents) [89, Lemma 8.11] For any n-arc K in PG(2, q), with 3 ≤
n ≤ q + 1, choose three of its points as the triangle of reference U0 = (1, 0, 0),U1 =
(0, 1, 0),U2 = (0, 0, 1) of the coordinate system.

Let the following lines be the lines through U0,U1,U2, only sharing one point with K:

X1 − ai X2 = 0, X2 − bi X0 = 0, X0 − ci X1 = 0, i = 1, . . . , t = q + 2 − n.

Then

t∏

i=1

(aibi ci ) = −1.

This relation enabled Segre to prove that a (q + 1)-arc in PG(2, q), q odd, is always
a conic. This result is stated in the next theorem, and is also known under the name: The
fundamental theorem of Galois geometries, because it motivated many researchers to start
studying problems in Galois geometries. Because it also is a characterization theorem on
linear MDS codes, we also state the corresponding result in the language of coding theory.
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Theorem 9 (Fundamental theorem of Galois geometries) [140] In PG(2, q), q odd, every
(q + 1)-arc consists of the point set of a conic.

All the [q + 1, 3, q − 1]-MDS codes and [q + 1, q − 2, 4]-MDS codes over the finite field
Fq , q odd, are GDRS codes.

But the relative weakness lies in the fact that, in order to apply the lemma of tangents,
each time three points of the arc are chosen as a basis for the projective plane PG(2, q), and
choosing a fixed basis is a rather hard restriction if the idea is to apply this lemma to several
subsets of the arc.

But, S. Ball developed a coordinate free version of the lemmaof tangents [89, Lemma8.11]
in the following way [6].

Assume that S is an arc of the projective space PG(k − 1, q), k < q . For any subset Y of
k−2 elements of S, since there are at most k−1 points of S in a hyperplane of PG(k−1, q),
there are exactly t = q + 1− (|S| − k + 2) = q + k − 1− |S| hyperplanes containing Y and
no other points of S.

Let φY be a set of t pairwise linearly independent linear maps from F
k
q to Fq with the

property that, for each α ∈ φY , Ker(α) is one of the t hyperplanes containing Y and no other
point of S.

The tangent function at Y is defined, up to a scalar factor, as

TY (x) :=
∏

α∈φY

α(x),

and is a map from F
k
q to Fq .

By working with this coordinate free version of the lemma of tangents, the results of
Theorem 8 were obtained.

A further improvement to the result of Ball was obtained by Ball and De Beule.

Theorem 10 (Ball and De Beule) [7] The maximal length for a linear [n, k, n− k+1]-code
over the finite field Fq of order q, q = ph, p prime, h > 1, 2 ≤ k ≤ 2p − 2, is equal to
q + 1.

We refer to the articles [6,7] for the detailed description of this coordinate-free lemma of
tangents approach. But we also wish to draw the attention to the following remark.

Remark 1 The lemma of tangents [89, Lemma 8.11] has been used to prove many results in
Galois geometries.

It is very reasonable to state that this approach by S. Ball can be applied to other problems
in Galois geometries. It is of great interest to study this new approach.

Therefore, as a research topic to work on, both in Galois geometries as in coding theory,
we suggest to study this new technique developed by S. Ball, and to check results, both in
Galois geometries and in coding theory, which used the original version of the lemma of
tangents, to see whether it is possible to improve these results by applying the coordinate
free version of the lemma of tangents.

Remark 2 There also exists a Singleton bound for nonlinear codes.
Since we will also need to discuss nonlinear codes in certain parts of this article, we

introduce here the notation (n, M, d)q for a q-ary code C of length n, consisting of M
codewords, and having minimum distance d .

For nonlinear codes, the Singleton bound is as follows.
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Theorem 11 (Singleton bound for nonlinear codes) Every (n, M, d)q -code C satisfies M ≤
qn−d+1.

An (n, M, d)q -code C, with M = qn−d+1, is called aMDS code.

2.2 Griesmer bound and minihypers

Let θλ+1 = |PG(λ, q)| = (qλ+1 − 1)/(q − 1).
We first define the geometrical concept of the minihypers in Galois geometries, and also

present the Griesmer bound on linear codes to which specific classes of minihypers will be
equivalent.

Definition 12 An ( f,m; N , q)-minihyper (F, w) is a set of points F of the projective space
PG(N , q), with a weight function w satisfying the conditions:

• w : PG(N , q) → N : P 	→ w(P).
• w(P) > 0 ⇔ P ∈ F .
• ∑

P∈PG(N ,q) w(P) = f .

• minH∈H
(∑

P∈H w(P)
) = m, with H the set of all hyperplanes of PG(N , q).

In the literature on Galois geometries, such an ( f,m; N , q)-minihyper (F, w) is also
known under the name of weighted m-fold blocking set of size f with respect to the hyper-
planes of PG(N , q).

Now we present the Griesmer bound for linear codes.

Theorem 13 (Griesmer bound) [83,146] For every linear [n, k, d]-code over the finite field
Fq of order q,

n ≥
k−1∑

i=0

⌈
d

qi

⌉
= gq(k, d).

Linear [gq(k, d), k, d]-codes, i.e. meeting the Griesmer bound, are calledGriesmer codes.
The link between minihypers in PG(k − 1, q) and linear [n, k, d]-codes over the finite

field Fq meeting the Griesmer bound is described in the following way. This is based on
Hamada and Helleseth [87].

For (s − 1)qk−1 < d ≤ sqk−1, d can be written uniquely as d = sqk−1 −∑h
i=1 q

λi such
that:

(a) 0 ≤ λ1 ≤ · · · ≤ λh < k − 1,
(b) at most q − 1 of the values λi are equal to a given value.

Using this expression for d , the Griesmer bound for a linear [n, k, d]-code over the finite
field Fq can be expressed as:

n ≥ sθk −
h∑

i=1

θλi+1.

Hamada and Helleseth [87] showed that in the case d = sqk−1−∑h
i=1 q

λi , there is a one-
to-one correspondence between the set of all non-equivalent [n, k, d]-codes over Fq meeting
the Griesmer bound and the set of all projectively distinct (

∑h
i=1 θλi+1,

∑h
i=1 θλi ; k − 1, q)-

minihypers (F, w).
Belov et al. [12] gave a construction method for Griesmer codes, which is easily described

by using the corresponding minihypers.
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Consider in PG(k − 1, q) a sum of ε0 points, ε1 lines, ε2 planes, ε3 solids, . . ., εk−2

(k − 2)-dimensional subspaces, with 0 ≤ εi ≤ q − 1, i = 0, . . . , k − 2, then such a sum
defines a (

∑k−2
i=0 εiθi+1,

∑k−2
i=0 εiθi ; k−1, q) -minihyper (F, w), where the weight of a point

R of PG(k − 1, q) equals the number of objects, in the description above, in which it is
contained.

Now that the standard examples of minihypers are known, the characterization problem
of minihypers, and equivalently of linear codes meeting the Griesmer bound, arises:

Characterize ( f,m; k−1, q)-minihypers (F, w) for given parameters f = ∑k−2
i=0 εiθi+1,

m = ∑k−2
i=0 εiθi , k, and q .

Fundamental research on this problem was performed by Hamada et alwho, in many arti-
cles, obtained a lot of results on minihypers and who developed a great amount of techniques
useful in the study of minihypers. Their main results are in [86,88].

Improvements to the results of [86,88] were found by, for instance, De Beule, Metsch, and
Storme.Wemention a concrete example of a characterization result on weighted minihypers.
For other characterization results on minihypers, we refer to the survey article [109].

Theorem 14 (De Beule et al. [42]) A (
∑k−2

i=0 εiθi+1,
∑k−2

i=0 εiθi ; k − 1, q)-minihyper, where∑k−2
i=0 εi <

√
q + 1, is a sum of εk−2 hyperplanes, εk−3 (k − 3)-dimensional spaces, . . . , ε1

lines, and ε0 points, so it is of Belov-Logachev-Sandimirov type.

Technique 15 The results on the minihypers are obtained via a variety of techniques. First
of all, minihypers are particular examples of blocking sets. The blocking sets are an inten-
sively investigated type of substructures in Galois geometries. They appear in many different
research topics in Galois geometries [127]. Hence, characterization results onminimal block-
ing sets play a crucial role in the characterization of minihypers.

More precisely, there is the linearity conjecture on blocking sets and multiple blocking
sets. Important information on blocking sets and t-fold blocking sets include 1 (mod p)
results and t (mod p) results for small minimal 1-fold and small minimal t-fold blocking
sets [23,72,151–153].

Proving this linearity conjecture will imply many new results on substructures in Galois
geometries. This also includes many new possible results on minihypers, giving equivalent
new results on linear codes meeting the Griesmer bound.

2.3 Covering radius and saturating sets

Definition 16 LetC be a linear [n, k, d]-code over the finite field Fq of order q . The covering
radius of the code C is the smallest integer R such that every n-tuple in F

n
q lies at Hamming

distance at most R from a codeword in C .

The following theorem will be the basis for making the link with the geometrically equiv-
alent objects of the saturating sets in Galois geometries.

Theorem 17 Let C be a linear [n, k, d]-code over the finite field Fq of order q with parity
check matrix H = (h1 · · · hn).

Then the covering radius of C is the smallest integer R such that every (n − k)-tuple over
Fq can be written as a linear combination of at most R columns of H.

In Galois geometries, the following geometrical structure has been defined.

Definition 18 Let S be a subset of PG(N , q). The set S is called ρ-saturating when every
point P from PG(N , q) can be written as a linear combination of at most ρ + 1 points of S.
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The preceding Theorem and Definition now lead to the following equivalence between
saturating sets and covering radius of linear codes:

ρ-saturating sets S in PG(n − k − 1, q) determine the parity check matrices of linear
[n, k, d]-codes with covering radius R = ρ + 1.

In the study of ρ-saturating sets, one of the most important research problems is the
problem of finding ρ-saturating sets of the smallest possible cardinality. The cardinality of
a smallest possible set S from PG(N , q) which is ρ-saturating is denoted by the parameter
k(N , q, ρ).

The survey article [109] presents a number of the known upper bounds on the parameter
k(N , q, ρ). We present two upper bounds because they were obtained by the construction of
two nice examples of saturating sets [40,41].

Theorem 19 (1) For q ≥ 4, k(3, q, 1) ≤ 2q + 1.
(2) For q = 3, k(5, q, 2) ≤ 3q + 1.

Technique 20 The 1-saturating sets and 2-saturating sets of Theorem 19 (1) and Theorem 19
(2) are defined by the columns of the following two matrices H1 and H2:

H1 =

⎡

⎢⎢⎢⎣

1 · · · 1 0 0 0 · · · 0
a1 · · · aq 1 0 0 · · · 0

a21 · · · a2q 0 0 1 · · · 1
0 · · · 0 0 1 a2 · · · aq

⎤

⎥⎥⎥⎦

and

H2 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

1 · · · 1 0 0 · · · 0 0 · · · 0 0
a1 · · · aq 1 0 · · · 0 0 · · · 0 0

a21 · · · a2q 0 1 · · · 1 0 · · · 0 0
0 · · · 0 0 a2 · · · aq a21 · · · a2q 0
0 · · · 0 0 0 · · · 0 a1 · · · aq 1
0 · · · 0 0 0 · · · 0 1 · · · 1 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

,

with Fq = {a1 = 0, a2, . . . , aq}.
These two particular examples show that by taking the unions of particularly selected

subsets of Galois geometries, such as lines and conics, it is possible to obtain very good
upper bounds on the parameter k(N , q, ρ). In the matrix H1, the first q columns are points
of a conic and the last q columns are points of a line. In the matrix H2, we recognize q points
of two conics, and q − 1 points of a line.

That is why we propose the search for particular subsets of points that are small saturating
sets in Galois geometries as an interesting research problem. Also inductive arguments for
the construction of small saturating sets of points are of great interest.

We refer to [36] and [77] for a standard reference on covering codes and for a survey
making the link between covering codes and Galois geometries.

3 Functional codes and generalized projective Reed–Muller codes

We now turn to links between Galois geometries and coding theory, of a different nature.
We discuss functional codes and projective Reed–Muller codes. These are types of eval-

uation codes. Codewords arise by evaluating functions in either all the points of a projective
space or on a particular, interesting, subset of the projective space.
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We first concentrate on the projective Reed–Muller codes, and then on the functional
codes.

3.1 Projective Reed–Muller codes

Recall θn+1 = (qn+1 − 1)/(q − 1).
Consider the set Fd of the homogeneous polynomials of degree d over the finite field

Fq in the variables X0, . . . , Xn . Consider also the n-dimensional projective space PG(n, q)

over the finite field of order q , and order the points P0, . . . , Pθn+1−1 of PG(n, q) in a certain
way, where we normalize the coordinates of the points Pi by making the leftmost non-zero
coordinate equal to one.

Then the d-th order q-ary projective Reed–Muller code PRM(q, d, n) is defined in the
following way:

PRM(q, d, n) = {( f (P0), . . . , f (Pθn+1−1))| f ∈ Fd ∪ {0}}.
The length and dimension of the projective Reed–Muller code PRM(q, d, n) is known

[107]. The minimum distance of these projective Reed–Muller codes has been studied in
many papers.

Here, we wish to emphasize the following link between the minimum distance of the
projective Reed–Muller codes and Galois geometries:

The non-zero codewords of minimum weight of PRM(q, d, n) correspond to the algebraic
hypersurfaces of degree d having the largest number of points in PG(n, q).

By a result of Serre [141], for d ≤ q − 1, it is known that they correspond to the algebraic
hypersurfaces which are the union of d hyperplanes passing through a common (n − 2)-
dimensional subspace of PG(n, q). Sørensen determined d(PRM(q, d, n)) for d ≤ n(q − 1)
[147].

Theorem 21 (1) (Serre [141])Theminimumweight of the code PRM(q, d, n), for d ≤ q−1,
is definedby the algebraic hypersurfaces of degree d which are the unionof d hyperplanes,
passing through a common subspace of dimension n − 2 of PG(n, q).
So d(PRM(q, d, n)) = qn − (d − 1)qn−1 for d < q.

(2) (Sørensen [147]) Let d − 1 = r(q − 1) + s, with 0 ≤ s < q − 1. For d ≤ n(q − 1),
d(PRM(q, d, n)) = (q − s)qn−r−1.

A. Sboui determined the second and third weight of PRM(q, d, n), for some values of d
[137, Corollary 4.3].

Theorem 22 (1) The second weight of the code PRM(q, d, N ), 5 ≤ d ≤ q
3 +2, is defined by

the algebraic hypersurfacesAd
2 of degree d which are the union of d hyperplanes, d − 1

of which meet in a common subspace of dimension N − 2 and with the d-th hyperplane
not passing through this common subspace of dimension N − 2.

(2) The third weight of the code PRM(q, d, N ), with 5 ≤ d ≤ q
3 + 2, is defined by the

algebraic hypersurfaces Ad
3 of degree d which are the union of d hyperplanes, d − 2

of which meet in a common subspace K1 of dimension N − 2, and where the last two
hyperplanes Hd−1 and Hd meet in a subspace K2, different from K1, such that K2 is
contained in exactly one of the d − 2 hyperplanes passing through K1.

In [132], the authors proved that if q > d(d − 1)/2, then any algebraic hypersurface of
degree d , not the union of d hyperplanes, contains fewer points than any algebraic hypersur-
facewhich is the union of d hyperplanes. The consequence of this result for the corresponding
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code PRM(q, d, n) is as follows: the weight wl
m given by the minimal hyperplane arrange-

ment is the highest weight codeword in PRM(q, d, n) which can be given by any hyperplane
arrangement. Moreover, for q > d(d − 1)/2, any algebraic hypersurface of degree d con-
taining an irreducible non-linear factor cannot correspond to a weight less than wl

m .
The authors of [11] managed to extend this result by allowing also non-linear components

in the results on the sizes of algebraic hypersurfaces. We state immediately the results in
terms of the weights of the codewords of the d-th order q-ary projective Reed–Muller code
PRM(q, d, n), and then afterwards give some information on how this result was obtained.

Theorem 23 (Bartoli et al. [11, Theorem 5.1]) Let c be a non-zero codeword of the d-th
order q-ary projective Reed–Muller code PRM(q, d, n), d < 3

√
q, of weight

(1)

w(c) < qn −
(
r + d − 4

2

)
qn−1 − ((d − r + 1)2 + d − 1 + 2

√
q)qn−2

− (2d − r + 2
√
q)qn−3 − (

d − 1 + 2
√
q
) (qn−3 − 1

q − 1

)
,

when d − r + 1 is odd,
(2)

w(c) < qn −
(
d + r − 3

2

)
qn−1 −

(
(d − r + 1)2

2
+ d

)
qn−2

−
(
3d − r + 1

2

)
qn−3 − d

(
qn−3 − 1

q − 1

)
+ r + d

2
,

when d − r + 1 is even,

then c corresponds to an algebraic hypersurface of degree d in PG(n, q), containing at least
r hyperplanes defined over Fq .

To obtain these results, the authors of [11] proceeded in the following way.
By using the Hasse-Weil bound [89, Sect. 2.9] on the number of points belonging to

an absolutely irreducible algebraic curve of PG(2, q), they determined upper bounds on
the number of points of PG(2, q) belonging to an algebraic curve of degree d in PG(2, q)

containing at most r lines of PG(2, q).

Lemma 2 [11, Lemma 2.3] Let C be an algebraic plane curve of degree d in PG(2, q), such

that 2 ≤ d ≤
√
q
2 and q > 13. If C contains at most r different lines defined over Fq , then

|C | ≤ Br , where

Br =
{ ( d+r

2

)
q + d−r

2 + 1, d − r even,( d+r−1
2

)
q + 2

√
q + d−r+1

2 , d − r odd.

They then developed arguments to obtain similar upper bounds on the number of points
belonging to an algebraic hypersurface � of degree d in PG(n, q) containing exactly r − 1
hyperplanes of PG(n, q), which led to the following theorem.

Theorem 24 (Bartoli et al. [11, Theorem 4.1]) Let� be an algebraic hypersurface of degree
d < 3

√
q in PG(n, q), containing exactly r − 1 hyperplanes defined over Fq , then
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(1)

|�| ≤
(
r + d − 2

2

)
qn−1 + ((d − r + 1)2 + d + 2

√
q)qn−2

+(2
√
q + 2d − r + 1)qn−3 + (

d + 2
√
q
) (qn−3 − 1

q − 1

)
,

when d − r + 1 is odd,
(2)

|�| ≤
(
d + r − 1

2

)
qn−1 +

(
(d − r + 1)2

2
+ d + 1

)
qn−2

+
(
3d − r + 3

2

)
qn−3 + (d + 1)

(
qn−3 − 1

q − 1

)
− r + d

2
,

when d − r + 1 is even.

Retranslating this result on the number of points on algebraic hypersurfaces of degree
d led to the result in Theorem 23 on the small weight codewords of the d-th order q-ary
projective Reed–Muller code PRM(q, d, n), d < 3

√
q .

A more detailed use of algebraic geometry methods investigating the cardinality of alge-
braic hypersurfaces of degree d in PG(n, q), or a more detailed application of known results
on the cardinality of algebraic hypersurfaces of degree d in PG(n, q), will make it possible to
obtain more information on the weights of the codewords of the d-th order q-ary projective
Reed–Muller code PRM(q, d, n).

Hence, as a research problem for this subsection, we propose to continue the investigation
of the cardinality of algebraic hypersurfaces of degree d in PG(n, q), to improve bounds on
this cardinality, and, equivalently, on the weights of the codewords of the d-th order q-ary
projective Reed–Muller code PRM(q, d, n), and also to improve the knowledge on which
algebraic hypersurfaces of degree d in PG(n, q) definewhichweights for the d-th order q-ary
projective Reed–Muller code PRM(q, d, n).

3.2 Functional codes

Consider an algebraic variety X in PG(N , q). To define the functional codes in a correct
way, denote the point set of X by {P1, . . . , Pn}, where the coordinates of the points Pi are
normalized with respect to the leftmost non-zero coordinate. The functional code Ch(X ) is
equal to

Ch(X ) = {( f (P1), . . . , f (Pn))| f ∈ Fh} ∪ {0},
with Fh the set of the homogeneous polynomials of degree h over the finite field Fq of order
q in the variables X0, . . . , XN [108].

Here, the idea is to construct a linear code by selecting a particular interesting algebraic
variety X in PG(N , q), and also a particular degree h, to evaluate the points of this algebraic
varietyX in the homogeneous polynomials of degree h over the finite field Fq in the variables
X0, . . . , XN .

For instance, consider the set of all quadrics Q in PG(N , q) [91]. These are the sets of
points satisfying homogeneous quadratic equations:Q : ∑0≤i≤ j≤N ai j Xi X j = 0. Quadrics
in PG(N , q) are either non-singular, or a cone over a non-singular quadric. The non-singular
quadrics in PG(N , q) are:
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• the non-singular parabolic quadric in PG(N , q), N even, having standard equation:

Q(N , q) : X2
0 + X1X2 + X3X4 + · · · + XN−1XN = 0,

• the non-singular hyperbolic quadric in PG(N , q), N odd, having standard equation:

Q+(N , q) : X0X1 + X2X3 + · · · + XN−1XN = 0,

• the non-singular elliptic quadric in PG(N , q), N odd, having standard equation:

Q−(N , q) : f (X0, X1) + X2X3 + · · · + XN−1XN = 0,

with f (X0, X1) a homogeneous quadratic equation over Fq , irreducible over Fq .

Consider a non-singular quadric Q of PG(N , q). Then the functional code C2(Q) is the
linear code

C2(Q) = {( f (P1), . . . , f (Pn))| f ∈ F2} ∪ {0},
defined over Fq . The small weights of this functional code were investigated by Edoukou et
al in [55].

The interesting geometrical results that were used in [55] are, first of all, that there is a
classification of all types of, non-singular and singular, quadrics in Galois geometries, and,
secondly, that two different quadrics define a pencil of quadrics. This led to, for instance, the
following result.

Theorem 25 [55, Theorem 2.1] LetQ andQ′ be two quadrics in PG(N , q)with intersection
equal to the set V .

If N ≥ 6 and

|V | > qN−2 + 2qN−3 + 2qN−4 + qN−5 + · · · + q + 1,

then in the pencil of quadrics defined by the two quadricsQ andQ′, there is a quadric equal
to the union of two hyperplanes.

The preceding theorem implies that the smallest weights of the functional codes C2(Q),
Q a non-singular quadric in PG(N , q), arise from the intersections ofQ with the quadrics in
PG(N , q) which are the union of two hyperplanes.

In [55], a detailed study was made of the intersections of a non-singular quadric in
PG(N , q) with the union of two hyperplanes. This led to the determination of the five,
and sometimes even six, smallest non-zero weights of the functional codes C2(Q), including
the number of codewords with these weights. We refer to the tables of [55] for the exact data.

This research inspired the authors of [55] to investigate similar functional codes defined
by Hermitian varieties in PG(N , q2), because there is also a complete classification of all
types of, non-singular and singular, Hermitian varieties. Let F be the Fq -vector space of the
zero polynomial and all homogeneous polynomials (X0, . . . , XN )A(Xq

0 , . . . , Xq
N ) of degree

q + 1 in N + 1 variables, with A = (ai j ), 0 � i, j � N , aqi j = a ji , ai j ∈ Fq2 , defining

Hermitian varieties of PG(N , q2). In this part of the text, a Hermitian form will always
denote a non-zero polynomial belonging to F . For any Hermitian variety H of PG(N , q2),
the functional code CHerm(H) is the linear code

CHerm(H) = {( f (P1), . . . , f (Pn))| f ∈ F},
defined over Fq .
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Let H be a non-singular Hermitian variety in PG(N , q2) [91, Chapter 23]. In [54], the
small weight codewords of the functional code CHerm(H) were characterized. Similarly as
for the codes C2(Q), the following result was the basis for this characterization of the small
weight codewords of the functional code CHerm(H).

Theorem 26 [54, Theorem 2.2] LetH andH′ be two Hermitian varieties in PG(N , q2)with
intersection equal to the set V .

If N ≥ 6 and

|V | > q2N−2 + 2q2N−4 + q2N−5 + q2N−6 + 2q2N−7 + 2q2N−9 + · · · + 2q3 + q,

then in the pencil of Hermitian varieties defined by the two Hermitian varieties H and H′,
there is a Hermitian variety equal to the union of q + 1 hyperplanes passing through a
common (N − 2)-dimensional space.

The preceding theorem implies that the smallest weights of the functional codes
CHerm(H), H a non-singular Hermitian variety in PG(N , q2), arise from the intersections
of H with the Hermitian varieties in PG(N , q2) which are the union of q + 1 hyperplanes.

In [54], this led to the determination of the four smallest non-zeroweights of the functional
codes CHerm(H), including the number of codewords with these weights. We refer to the
tables of [54] for the exact data.

Shortly afterwards, more complicated functional codes were investigated.
For example, the functional codes C2(H), with H a non-singular Hermitian variety in

PG(N , q2). The codewords of this code are defined by evaluating the points of H in the
quadratic polynomials defined over Fq2 .

The crucial elements in obtaining the results of [54] and [55] were the facts that two
distinct quadrics define a pencil of quadrics and that two distinct Hermitian varieties define
a pencil of Hermitian varieties. This fact is no longer true when considering a quadric in
combination with a Hermitian variety. This meant that different arguments had to be used.

So, from now on, more elaborate geometrical arguments have to be used. In [10], the
authors made a detailed investigation of intersections of quadrics with a non-singular Her-
mitian variety in the 4-dimensional projective space PG(4, q2) to have these results in
4-dimensional projective space as the induction basis for their results on the intersections
of quadrics with a non-singular Hermitian variety H in N -dimensional projective spaces
PG(N , q2), N ≥ 4. We state the main result on this study of the intersections of quadrics
with a non-singular Hermitian variety in PG(N , q2) in the next theorem, where we use the
following notation:

• W5 = q7 + q6 + 4q5 − 2q3 + 3q2,
• W6 = q9 + q8 + 4q7 − 2q5 + 2q4,
• W7 = q11 + q10 + 4q9 − 2q7 + 2q6 + q5 + 2q4,
• WN = q2N−3 + q2N−4 + 4q2N−5 − 2q2N−7 + 2q2N−8 + q2N−9 +· · ·+ qN−2 if N ≥ 8

is even,
• WN = q2N−3 +q2N−4 +4q2N−5 −2q2N−7 +2q2N−8 +q2N−9 +· · ·+qN−2 +2qN−3

if N ≥ 8 is odd.

Theorem 27 [10, Theorem 3.3] Let H be a fixed non-singular Hermitian variety in
PG(N , q2).

Let Q be an arbitrary quadric in PG(N , q2), N ≥ 4. If |Q ∩ H| > WN , then Q is the
union of two hyperplanes.
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The preceding result led to the determination of the five smallest non-zero weights of the
functional codes C2(H),H a non-singular Hermitian variety in PG(N , q2), N ≥ 4. We refer
to [85, Tables 3(a) and (b)] for the five smallest non-zero weights ofC2(H),H a non-singular
Hermitian variety in PG(N , q2), N ≥ 4. Note that by the improved arguments of [10], the
condition N < O(q2) is not necessary anymore in these tables.

Since [10] first contained a detailed discussion of results on the intersections of arbitrary
quadricswith a fixed non-singularHermitian variety in PG(N , q2), the authors also decided to
investigate the functional codesCHerm(Q),withQ afixednon-singular quadric inPG(N , q2),
in which the codewords are obtained by evaluating the points of Q in all the polynomials of
F defining Hermitian forms of PG(N , q2).

The discussion of the intersections of a given non-singular quadric with the Hermitian
varieties again involved elaborate geometrical arguments. Here, it was again not possible to
give the exact value for the minimum distance of the code CHerm(Q), withQ a non-singular
quadric in PG(N , q2). We summarize the results in the next theorem, where we rely on the
following notation:

• WN = q7 + 2q6 + 2q5 − 1
2q

4 − 21
4 q

3 + 15
8 q

2 + 195
16 q + 8, N = 5 and q > 2,

• WN = q9 + q8 + 3q7 + 3q6 − q5 − 3q4 − 4q3 + 5q2 + 16q + 16, N = 6 and q = 2,
• WN = WN otherwise,

for N ≥ 5.

Theorem 28 [10, Theorem 7.6] LetQ be a non-singular quadric in PG(N , q2), N ≥ 5, and
let H be an arbitrary Hermitian variety in PG(N , q2). Then |Q ∩ H | ≤ WN . Hence, the
minimum distance of the code CHerm(Q) is at least |Q| − WN .

In [9], a next step was taken in the study of functional codes. The functional codesCh(Q),
for Q a non-singular quadric in PG(N , q), small h ≥ 3, q > 9, and for N ≥ 6, were
investigated.

So thismeans that a fixed non-singular quadricQ in PG(N , q) is intersectedwith algebraic
hypersurfaces of degree h in PG(N , q).

The results of [9] prove that, for small h, the largest intersections of a non-singular quadric
Q in PG(N , q), N ≥ 6, q > 9, with the algebraic varieties of degree h are equal to the union
of h quadric varieties of dimension N − 2. This means that this intersection is equal to the
intersection of Q with an algebraic variety of degree h equal to the union of h hyperplanes.
Even more information was obtained: the largest intersections arise from the intersection of
Q with the union of h hyperplanes passing through a common (N − 2)-space.

The arguments that were used to obtain these results include Bézout’s theorem on the
intersection of algebraic hypersurfaces, results of Cafure and Matera [33] on the number of
points on algebraic varieties, and particular properties of quadric varieties in finite projective
spaces. To give an idea of the results of [9], we present the following corollary and theorem,
which use the following notation, with σ ∈ N:

B(σ ) = σqN−1 − (2h − 1)(2h − 2)qN− 3
2 − (5(2h)

13
3 + 4h2)qN−2 − 1

q − 1
;

T (σ ) = σqN−1 + (2h − 1)(2h − 2)qN− 3
2 + (5(2h)

13
3 + 4h2)qN−2 − 1

q − 1
.

Corollary 29 [9, Corollary 1] Let X be an algebraic hypersurface of degree h ≥ 3 in
PG(N , q) and Q a fixed non-singular quadric hypersurface in PG(N , q), not contained in

X . Suppose that h <

√
q
8N and that
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Table 1 Minimum weights of the codes Ch(Q), h small

Q(N , q), N ≥ 6 even, q > 9 qN−1 + (1 − h)qN−2 − hq
N−2
2

Q+(N , q), N ≥ 7 odd, q > 9 qN−1 + (1 − h)qN−2 − q
N−1
2 + (h − 1)q

N−3
2

Q−(N , q), N ≥ 7 odd, q > 9 qN−1 + (1 − h)qN−2 − q
N−1
2 − (h − 1)q

N−3
2

(2h)13/6 <

√
q

4.35
.

Let V = X ∩ Q and suppose that |V| ≥ B(h), then V consists of h quadric varieties of
dimension N − 2 and |V| > T (h − 1) also.

Theorem 30 [9, Theorem 4] Let V be as in Corollary 29.

Suppose 3 ≤ h < min{
√

q
8N , 1

2

(
q3/13

(4.35)6/13

)
}, N ≥ 6, and q > 9. Let

M = max
deg(X )=h,Q�X

|X ∩ Q|.

If M is reached, then X consists of h hyperplanes intersecting in a common (N − 2)-space.

These results led to the minimum weights for the functional codes Ch(Q), h small men-
tioned in Table 1 [9, Table 3].

There are still several interesting types of functional codes, which should be investigated.
The main focus in the preceding results was on functional codes related to quadrics and
Hermitian varieties inGalois geometries. As a first problem,we suggest to improve the results
on the functional codes presented in the preceding theorems, and as a second problem, we
suggest to investigate functional codes defined by other types of varieties and substructures
in Galois geometries.

4 Galois geometries and network coding

In this section, we will concentrate on the connections between the young research area
of network coding and Galois geometries. We start in Sect. 4.1, where we present first the
basic concepts and results on routing, explain the need for network coding, and discuss the
great advantage of network coding on routing. MDS codes will play a major role in this
comparison. The algebraic representation of the basic problems in network coding will be
explained and the concept of random network coding will be presented. We will show that
the advantage of random network coding on routing is not far from the related advantage of
deterministic network coding. In our discussion, we will restrict ourselves to networks which
are defined by directed acyclic graphs with unit capacities for all the edges.

In Sect. 4.2, metrics used for error-correction in network coding will be discussed.Wewill
distinguish between coherent network coding and noncoherent network coding. One metric
which is very important in thewhole context of network coding is the rank-metric. Thismetric
and its related codes will be considered in Sect. 4.3. In Sect. 4.4, we will discuss the class of
subspace codes which are the first and the main connection between Galois geometries and
random network coding. The codewords in a code from this class are subspaces of a vector
space with dimension n over Fq . As such they can be viewed as subspaces of the projective
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geometry PG(n−1, q). We continue in Sect. 4.5 where we discuss the most important family
of codes for error-correction in network coding, the Grassmannian codes also known as
constant dimension codes. They are called Grassmannian codes as they are subspaces of
some Grassmannian Gq(n, k), the set of all k-dimensional subspaces of Fnq . In other words,
the set of all (k − 1)-subspaces of PG(n − 1, q). This family of codes is a subfamily of the
subspace codes. Construction methods for such codes will be presented and methods from
projective geometry can be applied to construct and to analyze codes from this family.

Related to Grassmannian codes are designs over Fq in a similar way that designs over
sets are related to binary constant weight codes in the Hamming scheme. This topic, which
is not new, has been re-motivated as a result of the new application of Grassmannian codes
in random network coding. Designs over Fq are the q-analogs of designs over sets, where q-
analog is an old concept. The concept of q-analog transfers problems and their solutions from
a framework of sets to problems and their solutions in framework of vector spaces overFq . For
q-analogs, a set becomes a subspace, the cardinality becomes the dimension, the union of sets
becomes the sum of the related subspaces, i.e., the linear span of the related subspaces, and so
on. Designs over Fq , will be discussed in Sect. 4.6 and the q-analog of Steiner systems, i.e.,
q-Steiner systems will be considered in Sect. 4.7. They will be discussed with emphasis on
the newly constructed q-analog of the Steiner system S(2, 3, 13), and the intriguing unknown
q-analog of the Steiner system S(2, 3, 7). Spreads are q-analog of Steiner systems which are
easy to obtain. Theywere heavily discussed inmany connections on various aspects of Galois
geometries. We will consider spreads and partial spreads in Sect. 4.8 from the point of view
of Grassmannian codes. Another topic which was considered in Galois geometries in the
context of spreads is parallelism. A parallelism is a partition of all subspaces of the same
dimension from a given projective geometry into pairwise disjoint spreads. This problem
and related ones will be discussed in Sect. 4.9, where we will show how codes in general
and concepts used in network coding were of help in constructions of parallelisms. q-Steiner
systems are also q-covering codes. Covering codes in the Grassmannian will be surveyed
in Sect. 4.10. They are dual in one sense to the Grassmannian codes and in another sense
they are dual to blocking sets in projective geometry. A very special and interesting family of
codes in the Grassmannian is the family of equidistant codes. These codes will be considered
in Sect. 4.11.

Finally, in Sect. 4.12, we will discuss another new topic in coding theory, namely, distrib-
uted storage codes. These codes are also related in some framework to a problem in network
coding. We show a few connections between such codes for distributed storage and Galois
geometries. During our survey and discussion, we will present the main open problems for
future research in these topics.

Remark 3 In this section, topics will be discussed in the Grassmannian Gq(n, k) or in the
projective space PG(n, q). In the Grassmannian Gq(n, k), vector dimensions are used, while
in the projective space, projective dimensions are used. Here, a k-dimensional vector space
V (k, q) defines a (k − 1)-dimensional projective space PG(k − 1, q).

To make the distinction between these two settings, in the Grassmannian setting of
Gq(n, k), we will talk about k-dimensional subspaces V (k, q) and in the projective space
of k-spaces PG(k, q).

4.1 Routing versus network coding

The basic task of a network is to transfer objects (cars, fluids, data, depending on the appli-
cation) from a set of sources to a set of sinks. This relatively old problem was considered
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throughout the years and it is well known that the amount of information that can be trans-
mitted in one round of communication is bounded by the min-cut/max-flow theorem [73].
The very basic algorithm to perform this task is known as the Ford–Fulkerson algorithm
[73]. Network communication in the past referred to problems such as water flow in pipes,
transportation networks, electricity distribution, etc., and the main research was to obtain
better algorithms with improved complexity, to find shorter paths for transmission of the
information, and to overcome faulty nodes. While effort was invested to achieve these goals,
new challenges have been added twenty years ago when the internet came into life. The
sources became transmitters and the sinks became receivers. New problems in transmitting
the information arises, such as increasing the amount of information that can be transmitted
to all the receivers. The bottleneck in this respect is the min-cut. While each receiver can
receive the required information in the absence of other receivers, it is impossible that all
receivers will obtain the information if the related paths from the transmitter are not (edge)
disjoint. In 2000, Ahlswede, Cai et al. [1] introduced the novel idea of network coding. Like
many fundamental concepts, it is rooted in a simple and beautiful basic idea. Traditionally,
information flows in communication networks were treated just like fluid flows or cars on
a highway network: each node in a network routes packets that it receives to its neighbors,
while trying to avoid collisions of data streams as much as possible. However, unlike car +
car=crash on a highway, 1 + 1 = 0 in a binary field. Data packets are sequences of bits and
several different packets can be coded into a single linear combination thereof. An assign-
ment of a pre-determined linear combination of the source packets to each link (edge) in a
network is known as a network code. The following toy example [1] illustrates this general
idea. Consider the network in Fig. 1 below, known as the butterfly.

Suppose that each edge (link) has the capacity to transmit one packet error-free, and
suppose we need to communicate the binary packets b1 and b2 from the source node S to
both receiver nodes R1 and R2. It is easy to see that there is no way to do so using routing
alone. However, simple coding (that is, adding the packets modulo 2) over the bottleneck
edge (3,4) makes this possible.

In the framework which will be discussed in this section, a network is a finite graph
G = (V, E), where V is the set of vertices and E is the set of links (edges). We will only
consider directed acyclic graphs in which each edge has a capacity, which is a positive
integer. Non-integer capacities will not be considered in our discussion since the amount of
data information is always represented by a nonnegative integer. Without loss of generality
we assume that the capacity of each edge is one. This does not reduce the capability of the
network since if larger integer capacity 
 is needed for an edge, this edge can be replaced

b2

b1

b1

b2

b1 b2+ b1 b2+

b1 b2+
b2

b1

S

R

R1

2

3 4

2

1

Fig. 1 The butterfly of Ahlswede, Cai, Li, and Yeung
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with 
 multiple parallel edges whose capacities are one. The network has k sources and N
receivers. Each source has some inputs and each receiver has a list of demandswhich includes
some of the inputs from some receivers. We start our exposition with the basic concepts and
results related to routing. A flow is an assignment of zero/one values to the edges such that
the total value of flow in the edges entering a vertex v ∈ V is equal to the total value of
flow in the edges leaving v. The flow value of the network is the net flow leaving the sources
which is equal to the net flow entering the receivers. For a set of vertices S ⊂ V , the cut of
S is the set of edges leaving S and entering V \ S. The capacity of the cut is the total sum
of the capacities of its edges. When there exists exactly one source s ∈ V and exactly one
receiver t ∈ V , we require that for any cut S we have s ∈ S and t ∈ V \ S. The following
theorem is the celebrated min-cut/max-flow theorem [73].

Theorem 31 Let G = (V, E) be a directed acyclic graph with positive capacities on the
edges. Let s ∈ V be a vertex with no in-going edges (source) and t ∈ V a vertex with no
outgoing edges (receiver). Then, the maximum flow value from s to t in the network is equal
to the minimum capacity in a cut of S ⊂ V in the network, where s ∈ S and t /∈ S.

Theorem 31 was formulated in terms of paths in the graph by Menger [116].

Theorem 32 Let G = (V, E) be a directed acyclic graph with positive capacities on the
edges. Let s ∈ V be a vertex with no in-going edges (source) and t ∈ V a vertex with no
outgoing edges (receiver). The maximum flow value from the source s to the receiver t is k
if and only if there exists a maximum of k edge disjoint paths from s to t.

Werefer to themaximumflowvalue as the rate of the network and to theminimumcapacity
of a cut as the capacity CG(s, t) of the network. If we have one source s and a set T ⊂ V
of receivers, then the capacity of the network is defined as CG(s, T ) = mint∈T CG(s, t).
If s is the unique source and all the other vertices of V \ {s} are receivers, then instead of
disjoint paths we should look for disjoint spanning trees rooted at s and this was formulated
in Edmonds’ theorem [53].

Theorem 33 In a directed graph G = (V, E), there are k edge disjoint spanning trees
rooted at r ∈ V if and only if k ≤ CG(r, V \ {r}).

The proof of Theorem 33, given by Lovász [112], also provides a polynomial time algo-
rithm to find the related disjoint spanning trees. But, for routing in the general case, only some
of the vertices in V are receivers and instead of spanning trees we need another type of trees,
called Steiner trees. For an undirected graph G = (V, E) and a subset of vertices T ⊂ V ,
a Steiner tree is a tree, with the minimum number of edges, which contains all the vertices
of T called terminal vertices, while the other vertices of the tree are called Steiner vertices.
Finding such a tree is an NP-complete problem [101]. Let G = (V, E) be a directed acyclic
graph with a unique source s ∈ V and a set of receivers T ⊂ V \ {s}. Assume furthermore
that s has k inputs of unit value that it wants to transmit to all the receivers. Clearly, this
can be done by using the network exactly once if there exist k edge disjoint trees rooted at s
with exactly |T | leaves which are the vertices of T . The number of such trees in a network
is its rate and maximizing this rate is an NP-hard problem with reduction to the Steiner tree
problem [100].

We now turn to network coding and surprisingly we will realize that network coding
both increases the rate of some networks dramatically and also provides polynomial time
algorithms to realize this rate. Consider first a network G = (V, E) with k source nodes
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s1, s2, . . . , sk and a single receiver R. Each source has one packet to send to the receiver. We
wish to know if the receiver can obtain the k packets when the network is applied exactly
once. Consider the network G ′ = (V ′, E ′), where V ′ = V ∪ {ŝ} and E ′ = E ∪ {(ŝ, si ) | 1 ≤
i ≤ k}, in which the unique source ŝ has k packets. Clearly, the receiver R can obtain
the k packets in G, when the network is applied exactly once, if and only if it can obtain
the k packets in G ′, when the network is applied exactly once. Hence, by Theorem 32,
the receiver in G ′ will obtain the k packets if and only if there exist k edge disjoint paths
from ŝ to R in G ′. Equivalently, the receiver in G will obtain the k packets if there exist k
edge disjoint paths from the k sources (one path from each source) to the receiver R. Now,
suppose that instead of one receiver R, there are N receivers r1, r2, . . . , rN , and each one
requires all the k packets. If the min-cut condition is satisfied for each receiver, without
considering the other receivers, then we can send the information to the N receivers by
using the network N times, one time for each receiver. One can easily construct networks
where this is not possible when the network is applied exactly once. Moreover, it is not
difficult to construct networks, where it is necessary to use the network N times or more
precisely min{k, N } times if only routing is allowed. But, with network coding this task
can be done by using the network exactly once. This is the multicast min-cut/max-flow
theorem.

The idea behind network coding is very simple.Given a directed edge (u, v) in the network,
when only routing is allowed this edge will only forward information from one of the in-
coming edges of u.When network coding is allowed, the edge (u, v)will forward information
which is a function of all (or some of) the information on the in-coming edges of u. A network
is called solvable if we can encode the edges in such a way that each receiver R will be able
to compute all the inputs by decoding the information on its in-coming edges. When only
linear functions are used for encoding the information on the edges, an algebraic formulation
was given to describe the transfer of information from the k sources (or equivalently the
transfer of the k inputs from the unique source) to the N receivers. This algebraic formulation
was described in detail in [104]. The vector of length k of the coefficients from the linear
combination on an edge is called the local coding vector. Of course, the linear combinations
on all the edges of paths which lead to a certain edge induce on this edge a linear combination
of the original k inputs. The related k coefficients form the global coding vector for this edge.
Assume again that the source has k inputs, each one is a packet (vector) of length n (n = 1
if the input is a scalar) over some finite field Fq . The input is represented by a k × n matrix
X (each row represents a packet of length n). Receiver r j has a k × k transfer matrix A j

(computed with the algebraic formulation from the linear combinations on the paths from the
source to r j ) for which Y = A j · X is the output obtained at r j . Receiver r j also has the k×n
outputmatrixY . To recover the input X , thematrix A j must be invertible. All the receivers can
recover the inputs if all their related transfer matrices are nonsingular. This implies that the
product of the determinants of all these transfer matrices is not zero. Since this determinant
is a function of the coefficients in the linear combinations encoded on the edges, we can view
this multiplication as a polynomial in the coefficients of the encoded edges. By the sparse
zeroes lemma of Schwartz and Zippel [121], in a field Fq , where q is greater than the total
degree of the polynomial, there exists a substitution for these variables (the coefficients on the
edges) such that the polynomial is not zero. By using this substitution, we will get a network
coding solution for the network. A polynomial time algorithm to obtain a network code for
the transfer of the information from the source to the receivers was presented in [99].

One of the interesting families of networks was defined in [131]. A network Nk,r,b in this
family has three layers, where all the edges are directed from the vertices in the first layer to
vertices in the second layer, and from vertices in the second layer to vertices in the third layer.

123



330 T. Etzion, L. Storme

In the first layer, the only vertex is the source node which has k inputs. In the second layer,
there are r intermediate nodes. There is a link between the source and each one of these r
nodes. The third layer has

(r
b

)
vertices, each one of them is a receiver. Each of these receivers

has in-degree b and his in-coming edges are from a distinct subset of the
(r
b

)
subsets of vertices

from the second layer. It was proved in [131] that the network Nk,r,b is solvable if and only if
there exists an (r, qk, r−b+1)q code. Clearly, by the Singleton bound, a necessary condition
that Nk,r,b is solvable would be k ≤ b. On the other hand, if r ≥ b and q ≥ r − 1 is a prime
power, then there exists a linear (r, qb, r−b+1)q MDScode and rate b is achievable on Nk,r,b.
With this network we can also show the significant advantage of network coding over routing.
It was proved in [99] that, for Nk,2k,b, rate k can be achieved with network coding using a
(2k, qk, 2k − b+ 1)q MDS code if b ≥ k, while routing can achieve at most rate strictly less
than two. This network can also be used to provide an examplewhen a nonlinear network code
is better than a linear network code [131] by using parameters where only nonlinear codes
exist.

The next step is the concept of random network coding, which was presented in [92].
Instead of a fixed linear combination in each link, the linear combination is randomly chosen.
An out-going edge of a vertex v ∈ V will choose a random linear combination of the values
on the in-coming edges of the vertex v. This linear combination is chosen over a very large
finite field Fq . The size q of the field is determined as a consequence of the following theorem
[92].

Theorem 34 Let G be amulticast solvable networkwith N receivers inwhich the coefficients
for the linear combinations for the links are chosen independently and uniformly over Fq .
Let η be the total number of coefficients in the coding points of the network. Then the success
probability that all the N receivers will obtain the information that was sent by the source
node is at least (1 − N

q )η, for q > N.

We note that the total number of coefficients in the coding points is at most nc · k, where
nc is the number of coding points in the network.

The theory of network coding has expanded rapidly in the last fifteen years and now it
is also connected to various other concepts and new research areas. It was no wonder that
combinatorial designs in general and projective geometries in particular have found also
some applications in these new research areas. The following subsections will reveal some
of these connections and the research done on these topics.

4.2 Metrics in network coding

One of the most important aspects in network coding is how to handle errors since usually
the channel on which the information is sent is not error-free. Errors can be caused by bad
communication, insufficient capacity of the min-cut, by malicious actions, etc. There are
mainly two different approaches to handle errors. The first one is to consider the messages as
sequences and to apply the traditional error-correcting codes. A survey on error-correction
for network coding in general and on such an approach in particular was given in [166]. This
approach does not have strong connections to Galois geometries and hence it will not be
discussed. We will devote our discussion to the second approach. To develop the theory of
this approach, it will be enough to concentrate on the communication between one source
and one receiver. Assume that the source sends a k ×n matrix X (which represents k packets
of length n). The receiver, who has a transfer matrix A, has received the output message A ·X .
But, the matrix A does not provide all the necessary information due to channel insufficiency
and up to ρ erasures could have occurred. In addition, an adversary has injected malicious

123



Galois geometries and coding theory 331

packets into the channel from an unknown set of t linearly independent vectors of length
n, represented by a t × n matrix Z . These packets were sent and obtained by the receiver
after a transfer matrix D was implemented on Z . Hence, the receiver will obtain the output
Y = A ·X+D ·Z . This is the given scenario for which we continue with two types of models,
coherent network coding and noncoherent network coding. In coherent network coding, the
receiver knows the transfer matrix A and can use this fact for the error-correction procedure.
In noncoherent network coding, this matrix is randomly chosen. In both cases, the transfer
matrix D and the matrix Z are arbitrarily chosen by the adversary. It can be easily seen that
when the matrix A is randomly chosen, the row span of the matrix X represents the inputs
rather than the specific input vectors originated by the source. Therefore, the transmitted
vectors will be considered as a subspace and this approach was taken in [105].

In this approach, the source sends a subspace V and an operator Hk , called the “erasure
operator”, operates on the subspace V as follows. If the dimension of V is greater than k,
thenHk(V ) is a randomly chosen k-dimensional subspace of V . If the dimension of V is not
greater than k, then Hk(V ) is V . In addition to this erasure operator which can be caused
by channel limitations and/or a malicious work done by the adversary, the adversary injects
a few packets into the links of the channel. These packets form a t-dimensional subspace
E , which is the error subspace. W.l.o.g. we can assume that the subspace Hk(V ) and the
subspace E should have a trivial intersection. Hence, the receiver will obtain the subspace
Hk(V )⊕ E . In order to perform error-correction in such a channel, a metric space and codes
are defined as follows. Let W be an n-dimensional space over Fq and let P(W) be all its
subspaces. P(W) is called the projective geometry or the projective space ofW . A code C in
P(W) is a set of subspaces ofW with a distance measure, the subspace distance dS , defined
on P(W) as follows. For two subspaces U, V in P(W),

dS(U, V ) = dimU + dimV − 2dim(U ∩ V ).

Theminimum distance, dS(C), of a subspace code C ⊆ P(W), is defined in the usual way as
the smallest distance between any two distinct codewords of C. Our goal in using the code
C for error-correction in random network coding is that C will be able to correct errors and
erasures if at most ρ erasures and at most t errors have occurred during the transmission until
the receiver obtains its output. A minimum distance decoder will correct up to ρ erasures and
t errors if the minimum subspace distance of the code C will be greater than 2(ρ + t). It is
shown in [105] that a simple and a very effective way to produce subspace codes is to consider
codes in which all subspaces have the same dimension. They have constructed codes which
are based on linearized polynomials and are in fact the subspace version of Reed-Solomon
codes. For simplicity and without loss of generality, we can assume that W , the ambient
space of dimension n, is in fact Fnq . The projective space P(Fnq), denoted in many papers by
Pq(n), is in fact PG(n − 1, q) and we will use only the projective geometry notation in the
sequel. Equivalent codes to the ones obtained from linearized polynomials were constructed
in [144] and they are based on rank-metric codes. These codes will be discussed in Sects. 4.3
and 4.5.

A novel approach to consider error-correction andmetric spaces in general was considered
and applied for network coding in [143]. The approach itself is beyond the scope of this paper,
but the consequences are interesting (and can be obtained by the traditional error-correction
approach). The output Y = A · X + D · Z , obtained by the receiver, is analyzed for the
two models, the coherent network coding and the noncoherent network coding. For coherent
network coding, where A is known to the receiver, while D and Z are random and chosen by
the adversary, it was proved in [143] that the best strategy for error-correction is to consider
X , Z and Y as matrices (and not as subspaces). The appropriate metric to consider is the rank-
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metric distance between outputs and between the different matrices obtained by multiplying
the matrix A by the various possible inputs.

For noncoherent network coding, it was proved in [143] that indeed, instead of considering
the matrix X one should consider its row span, as was suggested in [105]. But, in contrary to
[105], it was proved in [143] that the correct metric to consider in this case is the injection
metric. For two subspaces U and V in PG(n − 1, q), the injection distance dI is defined by

dI (U, V ) = max{dimU, dimV } − dim(U ∩ V ).

The minimum injection distance of a subspace code C is defined in the usual way. It was
proved in [143] that a minimum distance decoder for the code C will correct any number of
erasures up to ρ erasures and any number of errors up to t errors if and only if its minimum
injection distance is greater than ρ +2t . This analysis proves that the injection metric and not
the subspace metric is the correct distance measure for this case. Both metrics are equivalent
when all subspaces of the code have the same dimension (which is themost important case). In
other words, if the subspacesU and V have the same dimension then dS(U, V ) = 2dI (U, V ).
But, if the total number of erasures and errors together is bounded by τ , where τ is fixed,
while ρ and t can vary and satisfy τ ≥ ρ + t , then the subspace distance will be the right
distance measure and not the injection distance. This can be a reasonable scenario and hence
the subspace distance should be also considered for random network coding and not only
due to its theoretical interest.

In the following subsections, we will consider the various types of error-correcting codes
which are mentioned in this section. Interesting families of such codes will be discussed and
the emphasis will be on the codes connected to Galois geometries. Most of these codes are
based on subspaces and the largest family of these codes is the one in which all the codewords
have the same dimension. These codes are called constant dimension codes or Grassmannian
codes since they are subsets from the Grassmann graph.

4.3 Rank-metric codes

As already mentioned, the rank-metric is used in coherent network coding for the purpose of
error-correction. But, the importance of the rank-metric is beyond coherent network coding
since many constructions of subspace codes are based on rank-metric codes, as will be
explained in the sequel. Rank-metric codes are also connected to projective geometry since
they can be viewed as one type of MDS codes.

For two k × 
 matrices A and B over Fq , the rank distance is defined by

dR(A, B)
def= rank(A − B) .

A [k × 
, , δ] rank-metric code C is a linear code whose codewords are k × 
 matrices
over Fq ; they form a linear subspace with dimension  of Fk×


q , and for each two distinct
codewords (matrices) A and B we have dR(A, B) ≥ δ. For a [k × 
, , δ] rank-metric code
C, it was proved in [46,76,134] that

 ≤ min{k(
 − δ + 1), 
(k − δ + 1)} .

This bound, called the Singleton bound for rank-metric codes, is attained for all feasible
parameters. Codes which attain this bound are calledmaximum rank distance codes (orMRD
codes in short). Constructions for such codes are given in [46,76,134]. Assume w.l.o.g. that
k ≥ 
, i.e.,  ≤ k(
 − δ + 1). If the columns of the corresponding code are considered as
elements of Fqk , then the code can be seen as an [
, ′, δ] code over Fqk , where ′ = 

k ≤
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 − δ + 1. This is the Singleton bound, and hence the related MRD code is an MDS code
when the columns are taken as elements from Fqk .

A k× 
 matrix A over Fq is lifted to the k-dimensional subspace of Fk+

q whose generator

matrix is [I A]. A [k×
, , δ] rank-metric code C is lifted to a codeC in Gq(k+
, k) by lifting
all the codewords of C, i.e., C = {〈[I A]〉 | A ∈ C}. This code C is a code in Gq(k + 
, k)
(i.e., (k − 1)-subspaces in PG(k + 
 − 1, q)) with q codewords and minimum subspace
distance 2δ. If C is lifted to form a code C, then C will be called a (k + 
, 2δ, k)q C

MRD

code or CMRD code in short. We will elaborate more on these codes in Sect. 4.5. How good
is this simple construction? It appears that this construction yields asymptotically optimal
codes (see Sect. 4.5).

One interesting property of the codes derived from lifting MRD codes is that a C
MRD

code can be resolved similarly to the set of lines in PG(n − 1, q). It was proved that a CMRD

code with minimum subspace distance 2δ can be partitioned intoCMRD codes with minimum
subspace distance 2δ + 2. This property, which will be discussed in Sect. 4.9, was observed
in [66] in which it implied the following result.

Lemma 3 AC
MRD code can be partitioned into q(n−k)(k−δ) sets, called parallel classes, each

one of size qn−k , such that in each parallel class, each vector of Fnq which does not start with
k zeros is contained in exactly one codeword.

Another class of rank-metric codes which are applied to construct larger subspace codes
are the Ferrers diagram rank-metric codes [65]. This family is a generalization of the previous
mentioned rank-metric codes and an upper bound on their sizes generalizes the related bound
for rank-metric codes. There are a few constructions that attain this bound [65,81,163], but for
most parameters no such construction is known. This question and its possible connections
to Galois geometries is left for future research.

4.4 Subspace codes

An (n, d)q code is a subset of PG(n − 1, q), such that the minimum distance in this subset
of subspaces is d . As mentioned before, there are two possible distance measures for such
codes which can be used in random network coding, the subspace distance and the injection
distance, and the one chosen will be clear from the context. While the injection metric
might be considered as a better measure for error-correction in random network coding,
the subspace metric is more natural as it is the real q-analog of the Hamming metric for
binary words. The injection metric is also a q-analog for another known distance metric for
binary words, the asymmetric metric [59] (For two binary codewords u and v, let Z(u, v)

be the number of positions in which u has ones and v has zeroes. The Hamming distance
is defined by dH (u, v) = Z(u, v) + Z(v, u), while the asymmetric distance is defined by
dA(u, v) = max{Z(u, v), Z(v, u)}.). Both metrics (subspace and injection) coincide when
all subspaces in the code have the same dimension and in this case the code is a Grassmannian
code defined as follows. An (n, 2δ, k)q code is a subset of Gq(n, k) with minimum subspace
distance 2δ. Such codes will be considered in the next subsection. In this subsection, we will
concentrate only on codes which are not of constant dimension. The three main construction
methods for large subspace codes, with either the subspace distance or the injection distance,
are the multilevel construction, puncturing of large codes as was presented in [65], and cyclic
codes described in [68]. We will give a short description of the multilevel construction. For
this, we need the following definition.

The echelon Ferrers form, EF(v), of a vector v of length n and weight k, is the k × n
matrix in reduced row echelon form with leading entries (of rows) in the columns indexed
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by the nonzero entries of v and “•” in all entries which do not have terminal zeroes or ones.
The dots of this matrix form the Ferrers diagram of EF(v). If we substitute elements of Fq
in the dots of EF(v), we obtain a k-dimensional subspace X of Gq(n, k). Then, EF(v) will be
also called the echelon Ferrers form of X .

We are now in a position to present the multilevel construction for codes in the projective
space.

The multilevel construction

First step choose a binary code C of length n and minimum distance d . This code will be
called the skeleton code. Let δ = 2d if the distance is the asymmetric distance and δ = 2� d

2 �
if the distance is the Hamming distance.

The next three steps are performed for each codeword c ∈ C.

Second step construct the echelon Ferrers form EF(c).

Third step construct an [F, , δ] Ferrers diagram rank-metric code CF for the Ferrers diagram
F of EF(c).

Fourth step lift CF to an (n, 2δ, k)q code Cc, for which the echelon Ferrers form of X ∈ Cc

is EF(c).

Finally

C =
⋃

c∈C
Cc .

Theorem 35 The size of the code C is
∑

c∈C |Cc| and it has minimum distance d.

If wewant to construct an (n, d)q codewith the subspace distance, thenC, in themultilevel
construction, should be a binary code with minimum Hamming distance d . If we want to
construct an (n, d)q code with the injection distance, then C, in the multilevel construction,
should be a binary code with minimum asymmetric distance d . Grassmannian codes for this
construction will be considered in the next subsection.

Lower bounds on the size of subspace codes are based on constructions, while upper
bounds are based on analysis. Any (n, d)q code C in the projective space PG(n − 1, q)
has a dimension distribution D0, D1, . . . , Dn , where Dk is the number of codewords with
dimension k in C, i.e., Dk = |C ∩ Gq(n, k)|. Then C ∩ Gq(n, k) is an (n, d, k)q code in
Gq(n, k) and hence it is only natural that constructions of codes in the projective space can
be based also on codes in the related Grassmannians, e.g. [65]. Similarly, upper bounds on
the sizes of codes in the projective space are based on upper bounds on the sizes of codes in
the related Grassmannian. Excellent examples are the linear programming bound, given in
[68], and the semidefinite programming bound given in [3].

But, it should be noted that in spite of the above examples, connections between codes
in the projective space PG(n − 1, q) and related problems in Galois geometries look to be
weak and maybe less natural. It is of great interest to make stronger connections between
these two areas to obtain new lower and upper bounds on the sizes of codes (either with the
subspace distance or with the injection distance). But, with the lack of such results at this
point of time, we will not discuss more bounds on the size of such codes, but will raise the
problem of constructing codes and obtaining new upper bounds on the size of such codes by
using tools from projective geometry.
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4.5 Grassmannian codes

The family of Grassmannian codes is the most important one for error-correction in random
network coding. It is also the most important family of codes related to projective geometry.
A Grassmannian code is a subset of subspaces from Gq(n, k), i.e., (k − 1)-subspaces of
PG(n−1, q). Asmentioned before, the injectionmetric and the subspacemetric are equivalent
in this case under the relation that for two k-subspaces X and Y we have that dS(X, Y ) =
2dI (X, Y ).

A Grassmannian code is also called a constant dimension code since all the codewords
have the same dimension. LetAq(n, 2δ, k) denote the maximum size of an (n, 2δ, k)q code.
Koetter and Kschischang [105], Etzion and Vardy [68] developed several upper bounds
on Aq(n, 2δ, k). For a subspace code C, we define the orthogonal complement C⊥ as the
code which consists of all the dual subspaces of C, i.e. C⊥ = {X⊥ | X ∈ C}. Since
dS(X⊥, Y⊥) = dS(X, Y ) for any two subspaces X, Y ∈ F

n
q , it follows that C and C

⊥
have the same distance distribution and hence also the same minimum distance. Therefore,
Aq(n, 2δ, k) = Aq(n, 2δ, n−k) and hence only (n, 2δ, k)q codes and bounds onAq(n, 2δ, k)
for which 2k ≤ n will be considered in the sequel. The upper bounds onAq(n, 2δ, k) are usu-
ally the q-analogs of the bounds on the related sizes of constant weight codes. These include
the sphere packing bound and the Singleton bound [105], the Johnson bounds [67,68,164],
from which the most important one was established earlier for linear authentication codes
[162]:

Theorem 36

Aq(n, 2δ, k) ≤
⌊
qn − 1

qk − 1
Aq(n − 1, 2δ, k − 1)

⌋
.

Theorem 36 can be iterated to obtain the iterated Johnson bound and the packing bound.

Theorem 37

Aq(n, 2δ, k) ≤
⌊
qn − 1

qk − 1

⌊
qn−1 − 1

qk−1 − 1
· · ·

⌊
qn+δ−k − 1

qδ − 1

⌋
· · ·

⌋⌋
≤

[ n
k−δ+1

]
q[ k

k−δ+1

]
q

.

As for lower bounds on Aq(n, 2δ, k), in [105], there is a construction of codes based on
linearized polynomials, which yields the bound Aq(n, 2δ, k) ≥ q(n−k)(k−δ+1). The same
bound was developed in [144] by using lifted rank-metric codes (see Sect. 4.3). This bound
was improved in [65] by using the multilevel construction. In this construction more code-
words are added to a C

MRD code. The skeleton code used in the multilevel construction to
obtain an (n, 2δ, k)q code is a binary constant weight code with minimumHamming distance
2δ. Usually, this construction will not yield optimal codes, but it is used to produce relatively
large ones, and sometimes optimal ones (such as spread codes and partial spread codes which
are defined in Sect. 4.8). In most cases, these are the largest known codes. An upper bound
on the size of a code which contains CMRD code, for some selected parameters, can be found
in [66]. More codes based on linearized polynomials were developed in [145]. The codes
based on linearized polynomials, constructed in [105], are subcodes of these codes. But, the
codes constructed in [145] are smaller in size than the related ones obtained by the multilevel
construction. It was proved in [22] that for fixed q , k, and δ, the ratio between the upper bound
of Theorem 37 andAq(n, 2δ, k) tends to 1 as n → ∞. But, the method used in [22] is based
on probabilistic arguments and an explicit construction of the related codes is not known.
A comparison between the upper bound given in Theorem 37 and the codes constructed by
lifting and the ones obtained by the multilevel construction was given in [66].
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Lemma 4
[ n
k−δ+1

]
q[ k

k−δ+1

]
q

<
q(n−k)(k−δ+1)
∏∞

j=δ(1 − q− j )
.

Define Qδ(q) = ∏∞
j=δ(1−q− j ), δ ≥ 1. Since an (n, 2δ, k)q CMRD code hasq(n−k)(k−δ+1)

codewords, we have

Lemma 5 The ratio between the size of an (n, 2δ, k)q C
MRD code and the upper bound on

Aq(n, 2δ, k) given in Theorem 37 satisfies

|CMRD|
[ n
k−δ+1

]
q
/
[ k
k−δ+1

]
q

> Qδ(q).

The function Qδ(q) is increasing in q and also in δ. In Table 2, we provide several values
of Qδ(q) for different q and δ. For q = 2 these values were given in [14].

A lower bound on the ratio between the size of a constant dimension code generated by
the multilevel construction, using δ = 2 and part of a trivial constant weight code [66] and
the upper bound on Aq(n, 2δ, k) given in Theorem 37, is presented in Table 3. The values
in the table are larger than the related values in the first row of Table 2 (note that in Table 3,
δ = 2 for all the entries; in Table 2, the entries are the same for all values of k.). Clearly,
there are gaps between the lower and the upper bounds, but these are not dramatic.

Codes which admit a certain automorphism group are interesting in most metrics. Such
codes were considered also in the Grassmannian. One such family of codes consists of
the orbit codes [159,160] and another family contains the cyclic codes [68,106]. Cyclic
codes have the potential to be very large ones (much larger than the ones obtained by the
multilevel construction). Some major progress was achieved lately for the cyclic codes.
In [78], a construction of codes which contain one degenerate orbit is given. In [13], a

Table 2 Qδ(q)

δ q

2 3 4 5 7

2 0.5776 0.8402 0.9181 0.9504 0.9763

3 0.7701 0.9452 0.9793 0.9900 0.9966

4 0.8801 0.9816 0.9948 0.9980 0.9995

5 0.9388 0.9938 0.9987 0.9996 0.9999

Table 3 Lower bounds on ratio between Grassmannian codes obtained by the multilevel construction and the
bound in Theorem 37 for δ = 2

k q

2 3 4 5 7

3 0.7101 0.8678 0.9267 0.9539 0.9771

4 0.6657 0.8571 0.9231 0.9524 0.9767

8 0.6274 0.8519 0.9219 0.9520 0.9767

30 0.6250 0.8518 0.9219 0.9520 0.9767
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construction of cyclic codes based on subspace polynomials which are a subfamily of the
linearized polynomials is given. In that paper, there is a construction for optimal codes
which do not contain full length orbits. Finally, an optimal cyclic code in G2(13, 3) with
minimum subspace distance 4 is given in [29]. The code admits two automorphisms, the
Singer cycle and the Frobenius, which together form the normalizer of a Singer subgroup of
GL(13,2). This code attains the bound ofTheorem37. Some automorphisms ofGrassmannian
codes were studied in [158]. Constructions for small dimensions might be attractive in this
context. Interesting codes admitting some automorphisms were constructed in [27]. Some
of these codes have an interesting combinatorial structure and some were found only by
computer search. These were used to obtain lower bounds on A2(n, 4, 3). Lower bounds
on Aq(n, 4, 3) were also considered in [66]. Codes with subspaces of dimension 3 are of
special interest mainly since the value of Aq(n, 4, 2) is known for all parameters. The value
of Aq(n, 4, 3) is far from being solved for most parameters. One such value which was
considered lately is Aq(6, 4, 3). It was proved that A2(6, 4, 3) = 77 [96], while for q > 2,
q6 + 2q2 + 2q + 1 ≤ Aq(n, 4, 3) ≤ q6 + 2q3 + 1 [39,96].

Another line of research for Grassmannian codes is based on the two geometric concepts
of Schubert calculus and Plücker coordinates. These were considered in the connection of
Grassmannian codes, for example in [64,133], and considering them for future researchmight
also lead to new interesting results.

4.6 Designs over Fq

Combinatorial designs in general and block designs in particular have many connections
and applications to the theory of error-correcting codes, when the codewords are words of a
given length over an alphabet of a given size. Galois geometries give classical, thoroughly
studied, examples of designs by using the points and the subspaces, and these designs derived
from projective geometries also yield interesting codes. If the codewords are subspaces of
a vector space over Fq , then we should consider the q-analog of designs and/or designs in
the projective space. In this case, since the codewords are subspaces over Fq , the codewords
themselves are elements in the related Galois geometries.

It was suggested by Tits [156] in 1957 that combinatorics of sets could be regarded as the
limiting case q → 1 of combinatorics of vector spaces over the finite field Fq . Indeed, there
is a strong analogy between subsets of a set and subspaces of a vector space, expounded by
numerous authors, see [37,79,161] and the references therein. In particular, the notions of
t-designs have been extended to vector spaces by Cameron [34,35] and Delsarte [45] in the
early 1970s. Specifically, let Fnq be a vector space of dimension n over the finite field Fq . A
t-(n, k, λ)q design is a collection B of k-dimensional subspaces of Fnq , called blocks, such
that each t-dimensional subspace of Fnq is contained in exactly λ blocks. If B contains all
the k-dimensional subspaces of Gq(n, k), then the design is said to be trivial. Such t-designs
over Fq are the q-analogs of conventional combinatorial designs.

The first examples of nontrivial t-designs over Fq , with t ≥ 2, were found by Thomas
[154] in 1987. He has constructed 2-(n, 3, 7)2 designs for n ≥ 7, n ≡ 1 or 5 (mod 6). His
construction was generalized by [148,150] to 2-(n, 3, q2 +q + 1)q designs for n ≥ 7, n ≡ 1
or 5 (mod 6). In the first twenty years after the work of Thomas [154], until the seminal
work of Koetter and Kschischang [105], several more constructions and designs were found
[28,98,120]. Necessary conditions for the existence of such designs were given in [149].

The interest in network coding and the applications of codes over vector spaces have
motivated new research on designs over Fq . This research has been very productive and
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has opened new directions for research. The intersection numbers of these designs were
considered in [103]. Derived designs and residual designs were discussed in [102]. Some
more results can be found in [26,122]. But, with no doubt, the strongest result was obtained
recently in [71], where it was proved that t-(n, k, λ)q designs exist for all t and q , provided
that k > 12(t + 1) and n sufficiently large.

Recently, another type of q-analog for designs was considered. This is a large set of a
t-(n, k, λ)q design. A large set of a design S is a partition of the space into disjoint copies
of S. Hence, a large set of t-(n, k, λ)q designs is a partition of Gq(n, k) into disjoint copies
of t-(n, k, λ)q designs. Parallelism in projective geometry is a large set and this topic will be
discussed separately in Sect. 4.9. Large sets for other designs were discussed in [30,31].

Another type of design over Fq , which was defined recently, is the subspace transversal
design [66]. This is not a direct q-analog of a transversal design as will be explained in the
sequel, but it is related to Galois geometries.

Let V(n,k) be the set of nonzero vectors of Fnq whose first k entries form a nonzero vector.
In other words, this set of vectors contains all vectors which are not contained in a specific
(n − k − 1)-subspace Ĥ of PG(n − 1, q).

For a given X ∈ Gq(k, 1), let V(n,k)
X denote the set of nonzero vectors in F

n
q whose first

k entries form any given nonzero vector of X . Let V(n,k)
0 denote a maximal set of qn−k−1

q−1
nonzero vectors in F

n
q whose first k entries are zeroes, for which any two vectors in the set

are linearly independent. LetV0 denote the (n−k)-dimensional subspace spanned byV(n,k)
0 ,

i.e., V0 is the (n − k − 1)-subspace Ĥ of PG(n − 1, q).
A subspace transversal design of group size qn−k , block dimension k, and strength t ,

denoted by STDq(t, k, n − k), is a triple (V,G,B), where V is a set of points, G is a set of
groups, and B is a set of blocks. These three sets must satisfy the following five properties:

(1) V is a set of size qk−1
q−1 q

n−k (the points).
⋃

X∈Gq (k,1) V
(n,k)
X is used as the set of points V.

(2) G is a partition of V into qk−1
q−1 classes of size qn−k (the groups); the groups which are

used are defined by V
(n,k)
X , X ∈ Gq(k, 1).

(3) B is a collection of k-dimensional subspaces of Fnq which contain nonzero vectors only

from V
(n,k) (the blocks);

(4) each block meets each group in exactly one point;
(5) every t-dimensional subspace (with points from V), which meets each group in at most

one point, is contained in exactly one block.

This is not a direct q-analog of a transversal design since the elements of V(n,k)
0 do not

participate in any block of the design. Itwas proved in [66] that the codewords of an (n, 2δ, k)q
C
MRD code form the blocks of a STDq(k−δ+1, k, n−k). It was also shown in [66] how to use

the properties of a subspace transversal design to obtain better bounds on Aq(n, 2δ, k) with
codes which contain C

MRD codes. These properties were also used to construct q-covering
designs [61] and parallelisms [62], and they probably can be used for constructions of other
related structures.

The amount of results on block designs over Fq is far below the enormous number of
related results on block designs over sets. Except for the obvious question to form new
designs with new parameters, there is always the question to find a q-analog for new types
of block designs. How properties of Galois geometries are incorporated in such designs is
another intriguing question.
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4.7 q-Steiner systems

A Steiner system S(t, k, n) is a collection S of k-subsets from an n-set N such that each
t-subset of N is contained in exactly one element of S. Steiner systems were subject to
extensive research in combinatorial designs [38]. A Steiner system is an optimal constant
weight code in the Hamming scheme.

A q-Steiner system, the q-analog of a Steiner system, is a t-(n, k, 1)q design. In other
words, a q-Steiner system Sq(t, k, n) is a collection B of k-dimensional subspaces from
Gq(n, k) (called blocks) such that each t-dimensional subspace of Gq(n, t) is contained in
exactly one block of B. It is also a set S of (k − 1)-subspaces of PG(n − 1, q) such that each
(t−1)-subspace of PG(n−1, q) is contained in exactly one subspace of S. A q-Steiner system
Sq(t, k, n) is also a constant dimension codewhich attains the bound ofAq(n, 2(k−t+1), k).
As for other designs, q-Steiner systems are known to exist in the trivial cases t = k or k = n,
and in the case where t = 1 and k divides n. In the latter case, q-Steiner systems coincide
with the classical notion of spreads in projective geometry and will be discussed in Sect. 4.8.
Beutelspacher [17] asked in 1978 whether nontrivial q-Steiner systems with t ≥ 2 exist,
and this question has tantalized mathematicians ever since. The problem and its related
consequences have been studied by numerous authors [2,32,69,117,139,154,155], without
much progress towards constructing such q-Steiner systems. In particular, Thomas [155]
showed in 1996 that certain kinds of S2(2, 3, 7) q-Steiner systems (the smallest possible
example) cannot exist. In 1999, Metsch [117] conjectured that nontrivial q-Steiner systems,
with t ≥ 2, do not exist in general. Furthermore, q-Steiner systems are diameter perfect
codes in the Grassmann scheme. It was proved in [2] that these are the only diameter perfect
codes in the Grassmann scheme.

Similarly to Steiner systems, simple necessary divisibility conditions for the existence of
a given Steiner structure were developed in [139,149]. q-Steiner systems and Steiner systems
are highly related. In [69,139], there are some constructions of Steiner systems derived from
q-Steiner systems. Further research on q-Steiner systems seems to be fascinating, but also
extremely difficult. Until recently, no q-Steiner system Sq(t, k, n), t > 1, was known to exist.
The following theorem, presented in [69], has given more indication that finding q-Steiner
systems, with t ≥ 2, would be a very difficult task.

Theorem 38 If there exists a q-Steiner system S2(2, k, n), then there exists a Steiner system
S(3, 2k, 2n).

As a consequence of Theorem 38, if there exists a q-Steiner system S2(2, 3, 7), then there
exists a Steiner system S(3, 8, 128). The existence of a Steiner system S(3, 8, 128) is an
open problem. This fact might give more evidence for the conjecture that a q-Steiner system
S2(2, 3, 7) does not exist.

Recently, the first nontrivial q-Steiner system Sq(t, k, n), with t ≥ 2, was found. This is
a q-Steiner system S2(2, 3, 13) which has a large automorphism group [29]. It admits two
automorphisms, the Singer cycle and the Frobenius, which together form the normalizer of
a Singer subgroup of GL(13, 2). The q-Steiner system S2(2, 3, 13) has this automorphism
group and hence 15 representatives suffice to describe the whole system. The knowledge
on q-Steiner systems is very small and there are many more research problems for future
research. As we noted before, these problems are probably extremely difficult. We mention
what we believe are the main three questions that we think are within reach, even though the
task would be extremely difficult.

• Does there exist a q-Steiner system S2(2, 3, 7)? One technique to settle this problem was
suggested in [63].
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• Constructing new q-Steiner systems; systems of the form S2(2, 3, p), p ≡ 1 (mod 6)
prime, might be the main target.

• Exclude the existence of any system for which the necessary divisibility conditions are
satisfied.

4.8 Spreads and partial spreads

A k-spread in PG(n, q) is a set of trivially intersecting k-subspaces which contain all the
points of PG(n, q). This implies that qk+1 − 1 divides qn+1 − 1 and hence k + 1 divides
n + 1. A partial k-spread in PG(n, q) is a set of trivially intersecting k-subspaces. A partial
(k − 1)-spread in PG(n − 1, q) is an (n, 2k, k)q code and the number of subspaces in the
largest such partial k-spread is the value of Aq(n, 2k, k). Hence, this value is of a special
interest. A (k − 1)-spread in PG(n − 1, q) is also a q-Steiner system Sq(1, k, n). Spreads
and partial spreads are basic concepts which were very well studied in projective geometry.
Some specific families of spreads, such as normal spreads [20,113], known also as geometric
spreads, have also applications for coding in the Grassmannian, such as constructing small
q-covering designs [61] or finding some of the asymptotic bounds for such designs [22]
by using the results in [20]. The value of Aq(n, 2k, k), associated with the largest size of a
partial (k−1)-spread in PG(n−1, q), is of a very special interest since (n, 2k, k)q codes have
applications as byte-correcting codes [60,95]. Decoding of such Grassmannian codes was
considered in [82,115]. The known lower and upper bounds onAq(n, 2k, k) are summarized
in the following theorems. The first three well-known theorems can be found in [68].

Theorem 39 If k divides n, then Aq(n, 2k, k) = qn−1
qk−1

.

Theorem 40 Aq(n, 2k, k) ≤
⌊
qn−1
qk−1

⌋
− 1 if n ≡ 0 (mod k).

Theorem 41 Let n ≡ r (mod k). Then, for all q,

Aq(n, 2k, k) ≥ qn − qk(qr − 1) − 1

qk − 1
.

Wenote that onemethod to obtain the lower bound of Theorem41 is to apply themultilevel
construction of codes presented in [66] (see Sect. 4.4). It is a major open problem to obtain
more subspaces than the number derived from Theorem 41. Only one such family of codes is
known (see Theorem 43). A general theorem on infinite families of such codes or a theorem
on parameters in which this bound is tight would be a major breakthrough. The next theorem
was proved in [95] for q = 2 and for any other q in [16].

Theorem 42 If n ≡ 1 (mod k), then Aq(n, 2k, k) = qn−q
qk−1

− q + 1 = ∑ n−1
k −1

i=1 qik+1 + 1.

The value obtained in Theorem 42 is attained with an (n, 2k, k)q C
MRD code to which one

subspace is added. By Theorems 39 and 42, the value of Aq(n, 4, 2) is known for all values
of q and n. The value ofA2(n, 6, 3) is also known for n ≡ 0 or 1 (mod 3) from Theorems 39
and 42, and the last case n ≡ 2 (mod 3) was proved in [58] as follows.

Theorem 43 If n ≡ c (mod 3), then A2(n, 6, 3) = 2n−2c
7 − c.

The upper bound implied by Theorem 40 was improved for some cases in [52] in which
a transformation of partial spreads into orthogonal arrays of strength two is considered.

123



Galois geometries and coding theory 341

Theorem 44 If n = k
 + c with 0 < c < k, then Aq(n, 2k, k) ≤ ∑
−1
i=0 q

ik+c − � − 1,

where 2� = √
1 + 4qk(qk − qc) − (2qk − 2qc + 1).

To summarize, the main open problem related to spreads and partial spreads is to improve
the lower bound given in Theorem 41 or to show that this bound is actually tight.

4.9 Parallelism

A k-parallelism in PG(n, q) is a partition of the k-subspaces of PG(n, q) into pairwise disjoint
k-spreads. Some parallelisms and related structures were obtained from various codes. Some
1-parallelisms of PG(n, q) were known for many years. For q = 2 and odd n ≥ 3, there
exists a 1-parallelism in PG(n, 2), which was found in the context of the Preparata code and
it is known that many such 1-parallelisms exist [4,5,165]. For any other power of a prime
q , if n = 2i − 1, i ≥ 2, a 1-parallelism was given in [15]. Another family of 1-parallelisms
in PG(3, q), for q ≡ 2 (mod 3), called regular packings, was constructed in [126]. In the
last forty years, no new parameters for 1-parallelisms were shown until recently, when a
1-parallelism in PG(5, 3) was proved to exist in [70]. A k-parallelism, for k > 1, was not
known until a 2-parallelism in PG(5,2) was given in [135,136,157].

Two generalizations of the parallelism problem are defined as follows. The first one is to
consider what is the maximum number of pairwise disjoint k-spreads that exist in PG(n, q)?
Beutelspacher [19] proved that, if n is odd, then there exist q2�log n� + · · · + q + 1 pairwise
disjoint 1-spreads in PG(n, q). Based on MRD codes, it is proved in [62] that if k+1 divides
n + 1 and n > k, then there exist at least two disjoint k-spreads in PG(n, q) and there exist
at least 2k+1 − 1 pairwise disjoint k-spreads in PG(n, 2).

For the second problem, we will define a partial Grassmannian Gq(n1, n2, k), n1 > n2 ≥
k, as the set of all k-dimensional subspaces from the space Fn1q which are not contained in a
given n2-dimensional subspaceU of Fn1q . It can be readily verified that V(n,k) (see Sect. 4.6)

is a partial Grassmannian Gq(n, n − k, k), where V(n,k)
0 is the (n − k)-dimensional subspace

U . A spread in Gq(n1, n2, k) is a set S of pairwise disjoint k-dimensional subspaces from
Gq(n1, n2, k) such that each nonzero element of Fn1q \U is contained in exactly one element
of S. A parallelism of Gq(n1, n2, k) is a set of pairwise disjoint spreads in Gq(n1, n2, k) such
that each k-dimensional subspace of Gq(n1, n2, k) is contained in exactly one of the spreads.
In other words, a parallelism in Gq(n1, n2, k) is a partition of all the (k − 1)-subspaces
of PG(n1 − 1, q), which do not intersect nontrivially with a given (n2 − 1)-subspace S of
PG(n1−1, q), into partial (k−1)-spreads such that each point of PG(n1−1, q), which is not
contained in S, is contained in exactly one (k − 1)-subspace of each partial (k − 1)-spread.
Beutelspacher [19] proved that if k = 2 then such a parallelism exists if n2 ≥ 2, n1−n2 = 2i ,
for all i ≥ 1 and any q > 2. If k = 2 and q = 2 then such a parallelism exists if and only
if n2 ≥ 3 and n1 − n2 is even. It was proved in [62] that if k = n1 − n2, then there exists
a parallelism in Gq(n1, n2, k). This parallelism was obtained by considering the subspace
transversal design defined in [66] which is based on an MRD code.

We end this subsection by presenting a parallelism of CMRD codes which is used to prove
some of the results mentioned in this subsection. The existence of this parallelismwas proved
in [66].

Lemma 6 The codewords of an (n, 2δ, k)q C
MRD code can be partitioned into q(n−k)(k−δ)

sets, called parallel classes, each one of size qn−k , such that in each parallel class each
element of V(n,k) is contained in exactly one codeword.
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Corollary 1 The codewords of an (n, 2δ, k)q C
MRD code can be partitioned into q(n−k)(k−δ)

codes, each one of which is an (n, 2k, k)q code of size qn−k .

4.10 q-Covering designs

A Grassmannian code is a q-packing design. In combinatorics of sets, the dual definition
for a packing design is a covering design. Hence, it is natural to consider also q-covering
designs. A q-covering design Cq(n, k, r) is a collection S of elements from Gq(n, k) such
that each element of Gq(n, r) is contained in at least one element of S. Let Cq(n, k, r) denote
the minimum number of subspaces in a q-covering design Cq(n, k, r). In other words, a
q-covering design Cq(n, k, r) is a collection S of (k − 1)-subspaces of PG(n − 1, q) such
that each (r − 1)-subspace is incident with at least one element of S. The concept of q-
covering design was suggested first in [69] as a continuation for the coding approach in the
Grassmannian space. But, this concept is highly related and in fact is dual in orthogonality
of subspaces to blocking sets in projective geometry. A blocking set in PG(n, q) with respect
to k-subspaces is a set of points meeting each k-subspace. This definition was generalized
in [118]. A set T of t-subspaces in PG(n, q) such that each s-subspace, t < s, is incident
with at least one element of T is called a blocking set. Hence, a blocking set is the q-analog
of the well-known Turán design [43,44]. The complement of a Turán design is a covering
design and similarly, the dual subspaces of a blocking set is a q-covering design. Even
though the two problems are related, for a blocking set the two parameters t < s are both
fixed, while n is larger and usually much larger, while for the equivalent q-covering design
Cq(n + 1, n − t, n − s), n − t > n − s are fixed, and n is larger, usually much larger. But,
when n is small, the two problems are connected and results can be transferred between the
two problems [61,69].

The first case for a blocking set, where t = 0, was completely considered and solved in
[25]. The size of the smallest blocking set for t = 1 was considered in many papers, e.g.
[56,118,119]. We note that blocking sets have also some different definitions (and maybe
more popular definitions which define other structures which are not q-coverings). Blocking
sets for the case t = 1 were considered also with respect to other properties related to Galois
geometries. A recent survey of the known results on blocking sets is given in [24], where a
large list of references concerning all aspects of blocking sets is given.

As in the case of error-correcting codes in the projective space (which are q-packing
designs), there are some basic bounds on the size of a q-covering design. The first one is
the q-analog of the Schönheim bound [138] which was given in [47,69] and is dual to the
Johnson bound (see Theorem 36).

Theorem 45

Cq(n, k, r) ≥
⌈
qn − 1

qk − 1
Cq(n − 1, k − 1, r − 1)

⌉
.

In a similar way to the q-analog of the Johnson bound (Theorem 37), also the q-analog
of the Schönheim bound can be iterated and a basic covering bound is obtained [69].

Theorem 46

Cq(n, k, r) ≥
⌈
qn − 1

qk − 1

⌈
qn−1 − 1

qk−1 − 1
· · ·

⌈
qn−r+1 − 1

qk−r+1 − 1

⌉
· · ·

⌉⌉
≥

[n
r

]
q[k

r

]
q

,

where equality holds if and only if a q-Steiner system Sq(r, k, n) exists.
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Similarly to Grassmannian codes, it was proved in [22] that for fixed q , k, and r , the ratio
between the lower bound of Theorem 46 and Cq(n, k, r) tends to 1 as n → ∞.

The next theorem is the basic theorem on blocking sets, and was given by Bose and Burton
in [25].

Theorem 47 If 1 ≤ r ≤ n − 1, then Cq(n, n − 1, r) = qr+1−1
q−1 .

The following theorem was proved by Beutelspacher [18].

Theorem 48 If 1 ≤ k ≤ n, then Cq(n, k, 1) =
⌈
qn−1
qk−1

⌉
.

Theorems 47 and 48 were proved again in the context of coverings by vector spaces in
[69]. Several bounds on the size of blocking sets for s-subspaces by t-subspaces were given
in [56,118] by considering sets of lines in the related projective geometry contained in r -
subspaces. Lower bounds on the sizes of Turán designs given in [43,44] can be adopted to
obtain lower bounds on the sizes of q-covering designs [69].

Upper bounds on Cq(n, k, r) are given by constructions. Most direct constructions are for
small parameters and for larger parameters a recursive construction proved in [69] is used.
This construction is the most basic upper bound on the size of a q-covering design.

Theorem 49 Cq(n, k, r) ≤ qn−kCq(n − 1, k − 1, r − 1) + Cq(n − 1, k, r).

As mentioned before, the covering bound is attained asymptotically. Normal spreads
[20,113], also known as geometric spreads [20], are used to prove the following values of
Cq(n, k, r) [22].

Theorem 50 Cq(vm + δ, vm − m + δ, v − 1) = qvm−1
qm−1 for all v ≥ 2, m ≥ 2, and δ ≥ 0.

The next theorem given in [69] is used recursively once an exact bound for some given
parameters is known.

Theorem 51

Cq(n + 1, k + 1, r) ≤ Cq(n, k, r).

Theorem 51 implies a very interesting property on the behavior of optimal q-covering
designs.

Corollary 2 For any given r > 0 and δ > 0, there exists a constant cq,δ,r and an integer n0
such that for each n > n0, Cq(n, n − δ, r) = cq,δ,r .

Similar to Grassmannian codes, the usage of CMRD codes as subspace transversal design
made it possible to obtain somegoodbounds onC2(n, k, 2) andC2(n, k, 3), and these are given
in [61]. These bounds are obtained by a direct construction. Finding new direct constructions
to obtain small codes also for a larger field size is a problem for future research.

4.11 Equidistant codes

Equidistant codes are considered to be an interesting family of codes in the Hamming scheme
with strong connections to combinatorial designs in general and projective geometry in
particular. A code is called equidistant if the distance between any two distinct codewords
is the same. In the Hamming scheme, it is well known that it is enough to consider constant
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weight equidistant codes [75]. In this case, there is also a constant intersection between any
two codewords. If the weight of a codeword is w and the constant intersection between
codewords is t , then if the size of the code is greater than (w − t)2 + (w − t) + 1, then the
code is a sunflower (the intersection of size t is on the same t coordinates between any two
codewords). If the size of the code is (w − t)2 + (w − t) + 1, then such a code is known to
exist if t = 1, w = q + 1, q a prime power, and it forms a projective plane of order q .

For an equidistant code in PG(n, q), any two distinct codewords (k-subspaces) have the

same dimension of intersection. If the code has more than
(
qk+1−qt+1

q−1

)2 + qk+1−qt+1

q−1 + 1

codewords, then the code is a sunflower (all the codewords intersect in the same t-subspace).
This result and related ones which connect equidistant codes in the Hamming scheme and
projective geometry are given in [48,49,74,84,97]. For example, the celebrated Erdős–Ko–
Rado theorem determines the maximum size of a family in which the intersection size of
two sets is at least t . The q-analog problem was considered for subspaces in [74,97]. Several
simple constructions of related equidistant codes are given in [64]. These include spreads,
partial spreads, dual codes, and the set of all k-subspaces of a given (k + 1)-subspace in
PG(n, q). A more sophisticated construction is based on the Plücker embedding [21]. The
main result in [64] is given in the following theorem.

Theorem 52 For every integer n ≥ 2, there exists an equidistant code of (n − 1)-subspaces
in PG(

(n+1
2

)
, q) of size

[n+1
1

]
q .

There are strong connections between equidistant codes in the projective geometry and
equidistant rank-metric codes. Some of these connections can be readily verified from the
discussion on lifting given in Sect. 4.5 and some other constructions can be found in [64].

The next theorem presents a dimension formula which ensures that when the codewords of
an equidistant code generate a large dimension, then the code necessarilymust be a sunflower.

Theorem 53 [8] Let C = {π1, . . . , πn} be an equidistant code consisting of (k − 1)-
subspaces, pairwise intersecting in (k − t − 1)-subspaces for some constant t ≥ 3.

If dim〈π1, . . . , πn〉 ≥ k + (t − 1)(n − 1) + 1, then C is a sunflower.

It is particularly interesting that the preceding bound is sharp. There exist besides the
sunflower, two other types of equidistant codes C = {π1, . . . , πn} consisting of (k − 1)-
subspaces, pairwise intersecting in (k − t − 1)-subspaces, t ≥ 3, generating a space of
exactly dimension equal to k + (t − 1)(n − 1). We refer to [8] for the description of these
two other types of equidistant codes.

4.12 Distributed storage codes

Network coding has been a very active research area in the last dozen of years and it has been
expanded to various topics, some of which have started before the seminal work in [1,110].
As one example, where also projective geometry already has its role, we will briefly mention
the fascinating area of distributed storage codes. Its strong connection to network coding was
demonstrated in [50].

In a distributed storage system (DSS), a file x ∈ F
B
q is stored in n storage nodes, α

information symbols in each. The DSS is required to be resilient to node failures; i.e., it
should be possible to retrieve the data from a lost node by contacting d other active nodes
and downloading β information symbols from each one of them, an operation which is
called repair. In addition, a data collector (DC) should be able to rebuild the stored file x
by contacting any k active nodes, an operation which is called reconstruction. If the file is
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coded with an ordinary error correcting code C prior to being stored in the system (usually
by an MDS code), then C is called the outer code, and the DSS code is called the inner code.

A repair process that results in a new node which contains the exact same information
as in the failed node is called an exact repair. A repair process which is not an exact repair
is called a functional repair. Such a repair must maintain the system’s ability of repair and
reconstruction. The amount of data which is required for a repair is dβ, and it is called the
repair bandwidth of the code. Codes which minimize the repair bandwidth, i.e., dβ = α, are
calledMinimum Bandwidth Regenerating (MBR) Codes. Codes which minimize α, and thus
have α = B

k , are calledMinimum Storage Regenerating (MSR) Codes. For more information
on these topics the reader is referred to the seminal work [50] and to the short survey in [51].

Many other properties are important in the design of distributed storage codes. For exam-
ple, locality of the symbols, i.e., repairing a failed node from a small number of nodes [80],
is desirable. A Self-Repairing Code (SRC) is another type of code, which satisfies:

• repairs are possible without having to download an amount of data equivalent to the
reconstruction of the original file x ;

• the number of nodes required for repair depends only on how many nodes are missing
and not on their identity.

Such codes based on spreads in projective geometry were designed in [124].
A framework to generate distributed storage codes based on subspaces was given in

[94,123]. This framework combined with projective geometry was applied in [130] on the
equidistant codes from [64] (which were mentioned before and are based on the Plücker
embedding) to form codes which have good repairing, reconstruction, and locality properties.
Other codes based on orbit codes were designed recently in [111]. Another family of codes
for distributed storage, fractional repetition codes, was defined lately. In this family, exact
repair is used, but no coding is required when a new node replaces a failed node, i.e., the
nodes which participate in the repair have the exact parts of the failed nodes. The first such
code was considered in [129] and related bounds were given in [57]. Codes which attain these
bounds and improved bounds when such codes do not exist are given in [142], where the
constructions are based on graphs, designs, and finite geometries. More constructions based
on designs and finite geometries are given in [125].

The use of subspaces in Galois geometries for distributed storage codes is relatively new
and provides new challenges for future research to those who are working in both areas.
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122. Nakić A., Pavc̆ević M.O.: Tactical decompositions of designs over finite fields. Des. Codes Cryptogr.

77, 49–60 (2015).
123. Oggier F.: Some Constructions of Storage Codes from Grassmann Graphs. ETH-Zurich, Zurich (2014).

doi:10.3929/ethz-a-010094830.
124. Oggier F., Datta A.: Self-repairing codes for distributed storage - A projective geometric construction.

In: Information Theory Workshop (ITW), pp. 30–34 (2011).
125. Olmez O., Ramamoorthy A.: Fractional repetition codes with flexible repair from combinatorial designs.

arXiv:1408.5780v1 (August 2014).
126. Penttila T., Williams B.: Regular Packings of PG(3, q). Eur. J. Comb. 19, 713–720 (1998).
127. Pepe V., Storme L.: The use of blocking sets in Galois geometries and in related research areas. In:

Narasimha, Sastry N.S. (ed.). Springer Proceedings in Mathematics. Proceedings of the Satellite Con-
ference Buildings, Finite Geometries and Groups of the International Congress ofMathematicians 2010,
Bangalore, India (29–31, August, 2010), vol. 10, pp. 305–327 (2012).

128. QR- codes: http://raidenii.net/files/datasheets/misc/qr_code.pdf.
129. Rashmi K.V., Shah N.B., Kumar P.V., Ramchandran K.: Explicit construction of optimal exact regener-

ating codes for distributed storage. In: 47th Annual Allerton Conference on Communications, Control
and Computing, pp. 1243–1249 (2009).

130. Raviv N., Etzion T.: Distributed storage systems based on intersecting subspace codes. In: International
Symposium on Information Theory, pp. 1462–1466 (2015). arXiv:1406.6170 (June 2014).

131. Riis S., Ahlswede R.: Problems in Network Coding and Error Correcting Codes. Appended by a draft
version of Riis S.: Utilising public information in network coding. General Theory of Information
Transfer and Combinatorics. In: Lecture Notes in Computer Science, vol. 4123, pp. 861–897 (lecture 3)
(2006).

132. Rodier F., Sboui A.: Les arrangements minimaux et maximaux d’hyperplans dans Pn(Fq ). C. R. Acad.
Sci. Paris Ser. I 344, 287–290 (2007).

133. Rosenthal J., Silberstein N., Trautmann A.-L.: On the geometry of balls in the Grassmannian and list
decoding of lifted Gabidulin codes. Des. Codes Cryptogr. 73, 393–416 (2014).

123

http://dx.doi.org/10.3929/ethz-a-010094830
http://arxiv.org/abs/1408.5780v1
http://raidenii.net/files/datasheets/misc/qr_code.pdf
http://arxiv.org/abs/1406.6170


350 T. Etzion, L. Storme

134. Roth R.M.: Maximum-rank array codes and their application to crisscross error correction. IEEE Trans.
Inf. Theory 37, 328–336 (1991).

135. Sarmiento J.: Resolutions of PG(5,2) with point-cyclic automorphism group. J. Comb. Des. 8, 2–14
(2000).

136. Sarmiento J.: On point-cyclic resolutions of the 2 − (63, 7, 15) design associated with PG(5,2). Gr.
Comb. 18, 621–632 (2002).

137. Sboui A.: Special numbers of rational points on hypersurfaces in the n-dimensional projective space
over a finite field. Discret. Math. 309, 5048–5059 (2009).

138. Schönheim J.: On coverings. Pac. J. Math. 14, 1405–1411 (1964).
139. Schwartz M., Etzion T.: Codes and anticodes in the Grassman graph. J. Comb. Theory, Ser. A 97, 27–42

(2002).
140. Segre B.: Ovals in a finite projective plane. Can. J. Math. 7, 414–416 (1955).
141. Serre J.-P.: Lettre à M. Tsfasman du 24 Juillet 1989. Journées Arithmétiques de Luminy 17-21 Juillet

1989. Astérisque 198-199-200, 11 (1991), 351–353 (1992).
142. Silberstein N., Etzion T.: Fractional repetition codes for repair in distributed storage systems.

arXiv:1401.4734v3 (January 2014)
143. Silva D., Kschischang F.R.: On metrics for error-correction in network coding. IEEE Trans. Inf. Theory

55, 5479–5490 (2009).
144. Silva D., Kschischang F.R., Koetter R.: A rank-metric approach to error control in random network

coding. IEEE Trans. Inf. Theory 54, 3951–3967 (2008).
145. Skachek V.: Recursive code construction for random networks. IEEE Trans. Inf. Theory 56, 1378–1382

(2010).
146. Solomon G., Stiffler J.J.: Algebraically punctured cyclic codes. Inf. Control 8, 170–179 (1965).
147. Sørensen A.B.: Projective Reed–Muller codes. IEEE Trans. Inf. Theory 37, 1567–1576 (1991).
148. Suzuki H.: 2-Designs over GF(2m ). Gr. Comb. 6, 293–296 (1990).
149. Suzuki H.: On the inequalities of t-designs over a finite field. Eur. J. Comb. 11, 601–607 (1990).
150. Suzuki H.: 2-Designs over GF(q). Gr. Comb. 8, 381–389 (1992).
151. Sziklai P.: On small blocking sets and their linearity. J. Comb. Theory Ser. A 115, 1167–1182 (2008).
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