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Abstract—Coding in the projective space has received recently a lot of attention due to its application in network coding. Reduced row echelon form of the linear subspaces and Ferrers diagrams can play a key role for solving coding problems in the projective space.

In this paper, we propose a method to design error-correcting codes in the projective space. We use a multilevel approach to design our codes. First, we select a constant-weight code. Each codeword defines a skeleton of a basis for a subspace in reduced row echelon form. This skeleton contains a Ferrers diagram on which we design a rank-metric code. Each such rank-metric code is lifted to a constant-dimension code. The union of these codes is our final constant-dimension code. In particular, the codes constructed recently by Koetter and Kschischang are a subset of our codes.

The rank-metric codes used for this construction form a new class of rank-metric codes. We present a decoding algorithm to the constructed codes in the projective space. The efficiency of the decoding depends on the efficiency of the decoding for the constant-weight codes and the rank-metric codes. Finally, we use puncturing on our final constant-dimension codes to obtain large codes in the projective space which are not constant-dimension.

Index Terms—Constant-dimension codes, constant-weight codes, Ferrers diagram, identifying vector, network coding, projective space codes, puncturing, rank-metric codes, reduced row echelon form.

I. INTRODUCTION

The projective space of order \( n \) over the finite field \( \mathbb{F}_q \), denoted \( \mathcal{P}_q(n) \), is the set of all subspaces of the vector space \( \mathbb{F}_q^n \). Given a nonnegative integer \( k \leq n \), the set of all subspaces of \( \mathbb{F}_q^n \) that have dimension \( k \) is known as a Grassmannian, and usually denoted by \( \mathbb{G}_q(n, k) \). Thus, \( \mathcal{P}_q(n) = \bigcup_{0 \leq k \leq n} \mathbb{G}_q(n, k) \).

It turns out that the natural measure of distance in \( \mathcal{P}_q(n) \) is given by

\[
d_{\mathcal{P}}(U, V) \equiv \dim U + \dim V - 2 \dim (U \cap V)
\]

for all \( U, V \in \mathcal{P}_q(n) \). It is well known (cf. [1], [2]) that the function above is a metric; thus, both \( \mathcal{P}_q(n) \) and \( \mathbb{G}_q(n, k) \) can be regarded as metric spaces.

Given a metric space, one can define codes. We say that \( \mathcal{C} \subseteq \mathcal{P}_q(n) \) is an \((n, M, d)_{q}\) code in projective space if \( |\mathcal{C}| = M \) and \( d_{\mathcal{P}}(U, V) \geq d \) for all \( U, V \in \mathcal{C} \).

If an \((n, M, d)\) code \( \mathcal{C} \) is contained in \( \mathbb{G}_q(n, k) \) for some \( k \), we say that \( \mathcal{C} \) is an \((n, M, d, k)_{q}\) constant-dimension code.

(\(n, M, d)_{q}\), respectively \((n, M, d, k)_{q}\) codes in projective space are akin to the familiar codes in the Hamming space, respectively (constant-weight) codes in the Johnson space, where the Hamming distance serves as the metric.

Koetter and Kschischang [2] showed that codes in \( \mathcal{P}_q(n) \) are precisely what is needed for error-correction in random network coding: an \((n, M, d)_{q}\) code can correct any \( t \) packet errors (the packet can be overwritten), which is equivalent to \( t \) insertions and \( t \) deletions of dimensions in the transmitted subspace, and any \( \rho \) packet erasures introduced (adversarially) anywhere in the network as long as \( d + 2\rho < d \) (see [3] for more details).

This is the motivation to explore error-correcting codes in \( \mathcal{P}_q(n) \) [4]–[11]. Koetter and Kschischang [2] gave a Singleton-like upper bound on the size of such codes and a Reed–Solomon-like code which asymptotically attains this bound. Silva, Koetter, and Kschischang [3] showed how these codes can be described in terms of rank-metric codes [12], [13]. The related construction is our starting point in this paper. Our goal is to generalize this construction in the sense that the codes of Koetter and Kschischang will be subcodes of our codes and all our codes can be partitioned into subcodes, each one of them is a Koetter–Kschischang-like code.

In the process, we describe some tools that can be useful to handle other coding problems in \( \mathcal{P}_q(n) \). We also define a new type of rank-metric codes and construct optimal such codes. Our construction for constant-dimension codes and projective space codes uses a multilevel approach. This approach requires a few concepts which will be described in the following sections.

The rest of this paper is organized as follows. In Section II, we define the reduced row echelon form of a \( k \)-dimensional subspace and its Ferrers diagram. The reduced row echelon form is a standard way to describe a linear subspace. The Ferrers diagram is a standard way to describe a partition of a given positive integer into positive integers. It appears that the Ferrers diagrams can be used to partition the subspaces of \( \mathcal{P}_q(n) \) into equivalence classes [14], [15]. In Section III, we present rank-metric codes which will be used for our multilevel construction. Our new method requires rank-metric codes in which some of the entries are forced to be zeros due to constraints given by the Ferrers diagram. We first present an upper bound on the size of such codes. We show how to construct some rank-metric codes which attain this bound. In Section IV, we describe in details the multilevel construction of the constant-dimension codes. We start by describing the connection of the rank-metric codes to constant-dimension codes. This connection was observed before in [2], [3], [6], [7]. We proceed to describe the multilevel construction. First, we select a binary constant-weight code \( \mathcal{C} \). Each codeword of \( \mathcal{C} \) defines a skeleton of a...
basis for a subspace in reduced row echelon form. This skeleton contains a Ferrers diagram on which we design a rank-metric code. Each such rank-metric code is lifted to a constant-dimension code. The union of these codes is our final constant-dimension code. We discuss the parameters of these codes and also their decoding algorithms. In Section V, we generalize the well-known concept of a punctured code for a code in the projective space. Puncturing in the projective space is more complicated than its counterpart in the Hamming space. The punctured codes of our constant-dimension codes have larger size than the codes obtained by using the multilevel approach described in Section IV. We discuss the parameters of the punctured code and also its decoding algorithm. Finally, in Section VI, we summarize our results and present several problems for further research.

II. REDUCED ECHelon FORM AND FERRERS DIAGRAM

In this section, we give the definitions for two structures which are useful in describing a subspace in \( P_q(n) \). The reduced row echelon form is a standard way to describe a linear subspace. The Ferrers diagram is a standard way to describe a partition of a given positive integer into positive integers.

A matrix is said to be in row echelon form if each nonzero row has more leading zeros than the previous row.

A \( k \times n \) matrix with rank \( k \) is in reduced row echelon form if the following conditions are satisfied:

- The leading coefficient of a row is always to the right of the leading coefficient of the previous row.
- All leading coefficients are ones.
- Every leading coefficient is the only nonzero entry in its column.

A \( k \)-dimensional subspace \( X \) of \( \mathbb{F}_q^n \) can be represented by a \( k \times n \) generator matrix whose rows form a basis for \( X \). We usually represent a codeword of a projective space code by such a matrix. There is exactly one such matrix in reduced row echelon form and it will be denoted by \( E(X) \).

Example 1: We consider the three-dimensional subspace \( X \) of \( \mathbb{F}_2^7 \) with the following eight elements:

1) \( (0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0) \)
2) \( (1 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0) \)
3) \( (1 \ 0 \ 0 \ 1 \ 1 \ 0 \ 1) \)
4) \( (1 \ 0 \ 1 \ 0 \ 0 \ 1 \ 1) \)
5) \( (0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1) \)
6) \( (0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 1) \)
7) \( (0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 0) \)
8) \( (1 \ 0 \ 0 \ 0 \ 1 \ 1 \ 0) \).

The basis of \( X \) can be represented by a \( 3 \times 7 \) matrix whose rows form a basis for the subspace. There are 168 different matrices for the 28 different bases. Many of these matrices are in row echelon form. One of them is

\[
\begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}
\]

Exactly one of these 168 matrices is in reduced row echelon form

\[
E(X) = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}
\]

A Ferrers diagram represents partitions as patterns of dots with the \( i \)th row having the same number of dots as the \( i \)th term in the partition \([15]–[17]\). A Ferrers diagram satisfies the following conditions.

- The number of dots in a row is at most the number of dots in the previous row.
- All the dots are shifted to the right of the diagram.

The number of rows (columns) of the Ferrers diagram \( \mathcal{F} \) is the number of dots in the rightmost column (top row) of \( \mathcal{F} \). If the number of rows in the Ferrers diagram is \( m \) and the number of columns is \( n \) we say that it is an \( m \times n \) Ferrers diagram.

If we read the Ferrers diagram by columns we get another partition which is called the conjugate of the first one. If the partition forms an \( m \times n \) Ferrers diagram then the conjugate partition forms an \( n \times m \) Ferrers diagram.

Example 2: Assume we have the partition \( 6+5+5+\ldots+2 \) of \( 21 \). The \( 5 \times 6 \) Ferrers diagram \( \mathcal{F} \) of this partition is given by

[Diagram 1]

The number of rows in \( \mathcal{F} \) is five and the number of columns is six. The conjugate partition is the partition \( 5+5+4+3+3+1 \) of \( 21 \) and its \( 6 \times 5 \) Ferrers diagram is given by

[Diagram 2]

Remark 1: Our definition of Ferrers diagram is slightly different from the usual definition [15]–[17], where the dots in each row are shifted to the left of the diagram.

Each \( k \)-dimensional subspace \( X \) of \( \mathbb{F}_q^n \) has an identifying vector \( \psi(X) \). \( \psi(X) \) is a binary vector of length \( n \) and weight \( k \), where the ones in \( \psi(X) \) are in the positions (columns) where \( E(X) \) has the leading ones (of the rows).

Example 3: Consider the three-dimensional subspace \( X \) of Example 1. Its identifying vector is \( \psi(X) = 1011000 \).

Remark 2: We can consider an identifying vector \( \psi(X) \) for some \( k \)-dimensional subspace \( X \) as a characteristic vector of a \( k \)-subset. This coincides with the definition of rank- and order-preserving map \( \phi \) from \( G_q(n,k) \) onto the lattice of subsets of an \( n \)-set, given by Knuth [14] and discussed by Milne [18].

The following lemma is easily observed.
Lemma 1: Let \( X \) be a \( k \)-dimensional linear subspace of \( \mathbb{F}_q^n, v(X) \) its identifying vector, and \( i_1, i_2, \ldots, i_k \) the positions in which \( v(X) \) has ones. Then for each nonzero element \( u \in X \), the leftmost one in \( u \) is in position \( i_j \) for some \( 1 \leq j \leq k \).

Proof: Clearly, for each \( j, 1 \leq j \leq k \), there exists an element \( u_j \in X \) whose leftmost one is in position \( i_j \). Moreover, \( u_1, u_2, \ldots, u_k \) are linearly independent. Assume the contrary, that there exists an element \( u \in X \) whose leftmost one is in position \( \ell \notin \{i_1, \ldots, i_k\} \). This implies that \( u, u_1, u_2, \ldots, u_k \) are linearly independent and the dimension of \( X \) is at least \( k+1 \), a contradiction. \( \square \)

The following result will play an important role in the proof that our constructions for error-correcting codes in the projective space have the desired minimum distance.

Lemma 2: If \( X \) and \( Y \) are two subspaces of \( \mathcal{P}_q(n) \) with identifying vectors \( v(X) \) and \( v(Y) \), respectively, then \( d_S(X, Y) \geq d_H(v(X), v(Y)) \), where \( d_H(u, v) \) denotes the Hamming distance between \( u \) and \( v \).

Proof: Let \( i_1, \ldots, i_r \) be the positions in which \( v(X) \) has ones and \( j_1, \ldots, j_s \) be the positions in which \( v(Y) \) has ones and \( v(X) \) has zeros. Clearly, \( r + s = d_H(v(X), v(Y)) \). Therefore, by Lemma 1, \( X \) contains \( r \) linearly independent vectors \( u_1, \ldots, u_r \) which are not contained in \( Y \). Similarly, \( Y \) contains \( s \) linearly independent vectors which are not contained in \( X \). Thus, \( d_S(X, Y) \geq r + s = d_H(v(X), v(Y)) \). \( \square \)

The echelon Ferrers form of a vector \( v \) of length \( n \) and weight \( k \), \( EF(v) \), is the \( k \times n \) matrix in reduced row echelon form with leading entries (of rows) in the columns indexed by the nonzero entries of \( v \) and "\( 0 \)" in all entries which do not have terminals zeros or ones. A "\( \cdot \)" will be called in the sequel a dot. This notation is also given in [15, 17]. The dots of this matrix form the Ferrers diagram of \( EF(v) \). If we substitute elements of \( \mathbb{F}_q \) in the dots of \( EF(v) \) we obtain a \( k \)-dimensional subspace \( X \) of \( \mathcal{P}_q(n) \). \( EF(v) \) will be called also the echelon Ferrers form of \( X \).

Example 4: For the vector \( v = 1001001 \), the echelon Ferrers form \( EF(v) \) is the following 3 \( \times \) 7 matrix:

\[
EF(v) = \begin{bmatrix}
1 & \bullet & 0 & \bullet & 0 \\
0 & 0 & 0 & 1 & \bullet & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

\( EF(v) \) has the following 2 \( \times \) 4 Ferrers diagram:

\[
\mathcal{F} = \begin{bmatrix}
\bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet
\end{bmatrix}.
\]

Each binary word \( v \) of length \( n \) and weight \( k \) corresponds to a unique \( k \times n \) matrix in an echelon Ferrers form. There are a total of \( \binom{n}{k} \) binary vectors of length \( n \) and weight \( k \) and hence there are \( \binom{n}{k} \) different \( k \times n \) matrices in echelon Ferrers form.

III. FERRERS DIAGRAM RANK-METRIC CODES

In this section, we start by defining the rank-metric codes. These codes are strongly connected to constant-dimension codes by a lifting construction described by Silva, Kschischang, and Koetter [3]. We define a new concept which is a Ferrers diagram rank-metric code. Ferrers diagrams rank-metric codes will be the main building blocks of our projective space codes. These codes present some questions which are of interest in themselves.

For two \( m \times n \) matrices \( A \) and \( B \) over \( \mathbb{F}_q \) the rank distance is defined by

\[ d_R(A, B) \overset{\text{def}}{=} \text{rank}(A - B). \]

A code \( C \) is an \([m \times n, \eta, q, \delta] \) rank-metric code if its codewords are \( m \times n \) matrices over \( \mathbb{F}_q \), they form a linear subspace of dimension \( \rho \) of \( \mathbb{F}_q^{m \times n} \), and for each two distinct codewords \( A \) and \( B \) we have that \( d_R(A, B) \geq \delta \). Rank-metric codes were well studied [12, 13, 19]. It was proved (see [13]) that for an \([m \times n, q, \delta] \) rank-metric code \( C \) we have \( \rho \leq \text{dim}(\text{Mat}(m \times n, q)) - \min(\eta(m - \delta + 1), q(m - \delta + 1)) \). This bound is attained for all possible parameters and the codes which attain it are called maximum rank distance codes (or MRD codes in short).

Let \( v \) be a vector of length \( n \) and weight \( k \) and let \( EF(v) \) be its echelon Ferrers form. Let \( \mathcal{F} \) be the Ferrers diagrams of \( EF(v) \). \( \mathcal{F} \) is an \([m \times n, q, \delta] \) Ferrers diagram, \( m \leq k, \eta \leq n - k \). A code \( C \) is an \([\mathcal{F}, q, \delta] \) Ferrers diagram rank-metric code if all codewords are \( m \times n \) matrices in which all entries not in \( \mathcal{F} \) are zeros, it forms a rank-metric code with dimension \( \rho \), and minimum rank distance \( \delta \). Let \( \text{dim}(\mathcal{F}, \delta) \) be the largest possible dimension of an \([\mathcal{F}, q, \delta] \) code.

Theorem 1: For a given \( i, 0 \leq i \leq \delta - 1 \), if \( n_i \) is the number of dots in \( \mathcal{F} \), which are not contained in the first \( i \) rows and are not contained in the rightmost \( \delta - 1 - i \) columns then \( n_i + 1 \) is an upper bound of \( \text{dim}(\mathcal{F}, \delta) \).

Proof: For a given \( i, 0 \leq i \leq \delta - 1 \), let \( A_i \) be the set of the \( n_i \) positions of \( \mathcal{F} \) which are not contained in the first \( i \) rows and are not contained in the rightmost \( \delta - 1 - i \) columns. Assume the contrary that there exists an \([\mathcal{F}, n_i + 1, \delta] \) code \( C \). Let \( B = \{B_1, B_2, \ldots, B_{n_i + 1}\} \) be a set of \( n_i + 1 \) linearly independent codewords in \( C \). Since the number of linearly independent codewords is greater than the number of entries in \( A_i \), there exists a nontrivial linear combination \( Y = \sum_{j=1}^{n_i+1} \alpha_j B_j \) for which the \( n_i \) entries of \( A_i \) are equal to zeros. \( Y \) is not the all-zeros codeword since the \( B_i \)’s are linearly independent. \( \mathcal{F} \) has outside \( A_i \) exactly \( i \) rows and \( \delta - i - 1 \) columns. These \( i \) rows can contribute at most \( i \) to the rank of \( Y \) and the \( \delta - i - 1 \) columns can contribute at most \( \delta - i - 1 \) to the rank of \( Y \). Therefore, \( Y \) is a nonzero codeword with rank less than \( \delta \), a contradiction.

Hence, an upper bound on \( \text{dim}(\mathcal{F}, \delta) \) is \( n_i \) for each \( 0 \leq i \leq \delta - 1 \). Thus, an upper bound on the dimension \( \text{dim}(\mathcal{F}, \delta) \) is \( \min_i(n_i) \).

Conjecture 1: The upper bound of Theorem 1 is attainable for any given set of parameters \( q, \mathcal{F}, \) and \( \delta \).

If we use \( i = 0 \) or \( i = \delta - 1 \) in Theorem 1 we obtain the following result.

Corollary 1: An upper bound on \( \text{dim}(\mathcal{F}, \delta) \) is the minimum number of dots that can be removed from \( \mathcal{F} \) such that the diagram remains with at most \( \delta - 1 \) rows of dots or at most \( \delta - 1 \) columns of dots.
Remark 3: \([m \times m] \) MRD codes are one class of Ferrers diagram rank-metric codes which attain the bound of Corollary 1 with equality. In this case, the Ferrers diagram has \(m \times m\) dots.

Example 5: Consider the following Ferrers diagram:

\[
\mathcal{F} = \begin{array}{c|c|c|c}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
\end{array}
\]

and \(\delta = 3\). By Corollary 1, we have an upper bound: \(\dim(\mathcal{F}, 3) \leq 2\). But, if we use \(i = 1\) in Theorem 1 then we have a better upper bound: \(\dim(\mathcal{F}, 3) \leq 1\). This upper bound is attained with the following generator matrix of an \([m, 1, 3]\) rank-metric code:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

When the bound of Theorem 1 is attained? We start with a construction of Ferrers diagram rank-metric codes which attain the bound of Corollary 1. Assume we have an \(m \times m\), \(m = \eta + \varepsilon, \varepsilon \geq 0\), Ferrers diagram \(\mathcal{F}\) and that the minimum in the bound of Corollary 1 is obtained by removing all the dots from the \(\eta = \delta + 1\) leftmost columns of \(\mathcal{F}\). Hence, only the dots in the \(\delta - 1\) rightmost columns will remain. We further assume that each of the \(\delta - 1\) rightmost columns of \(\mathcal{F}\) have \(m\) dots. The construction which follows is based on the construction of MRD \(q\)-cyclic rank-metric codes given by Gabidulin [12].

A code \(\mathcal{C}\) of length \(m\) over \(\mathbb{F}_{q^m}\) is called a \(q\)-cyclic code if \((c_0, c_1, \ldots, c_{m-1}) \in \mathcal{C}\) implies that \((d^{q^i}_{m-1}, d^{q^i}_{m-2}, \ldots, d^{q^i}_0) \in \mathcal{C}\).

For a construction of \([m \times m, \delta]\) rank-metric codes, we use an isomorphism between the field with \(q^m\) elements, \(\mathbb{F}_{q^m}\), and the set of all \(m\)-tuples over \(\mathbb{F}_q\) defined by \(\gamma_i \mapsto \gamma_i^{m} \mod m\). We use the obvious isomorphism by the representation of an element \(\alpha\) in the extension field \(\mathbb{F}_{q^m}\) as \(\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_{m-1})\), where \(\alpha_0\) is an element in the ground field \(\mathbb{F}_q\). Usually, we will leave to the reader to realize when the isomorphism is used as this will be easily verified from the context.

A codeword \(c\) in an \([m \times m, \delta]\) rank-metric code \(\mathcal{C}\), can be represented by a vector \(c = (c_0, c_1, \ldots, c_{m-1})\), where \(c_0 \in \mathbb{F}_{q^m}\) and the generator matrix \(G\) of \(\mathcal{C}\) is a \(K \times m\) matrix, \(g = mK\). It was proved by Gabidulin [12] that if \(\mathcal{C}\) is an MRD \(q\)-cyclic code then the generator polynomial of \(\mathcal{C}\) is the linearized polynomial \(G(x) = \sum_{i=0}^{m-K} g_i x^i\), where \(g_i \in \mathbb{F}_{q^m}\), \(g_{m-K} = 1, m = K + \delta - 1\), and its generator matrix \(G\) has the form

\[
\begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & g_0 & g_1 & \cdots & g_{m-K-1} \\
0 & 0 & g_0^q & \cdots & g_{2(m-K-1)}^q \\
0 & 0 & 0 & \cdots & g_{m-1}^{q^{m-K-1}} \\
\end{pmatrix}.
\]

Hence, a codeword \(c \in \mathcal{C}\), \(c \in (\mathbb{F}_{q^m})^m\), derived from the information word \((a_0, a_1, \ldots, a_{m-1})\), where \(a_i \in \mathbb{F}_{q^m}\), i.e.,

\[
c = (a_0, a_1, a_2, \ldots, a_{m-1}) \in \mathcal{C},
\]

We define an \([m \times m, m(\gamma - \delta + 1), \delta]\) rank-metric code \(\mathcal{C}'\), \(m = \eta + \varepsilon\), derived from \(\mathcal{C}\) as follows:

\[
\mathcal{C}' = \{ (c_0, c_1, \ldots, c_{m-1}) : (0, \ldots, 0, c_0, c_1, \ldots, c_{m-1}) \in \mathcal{C} \}.
\]

Remark 4: \(\mathcal{C}'\) is also an MRD code.

We construct an \([F, \ell, \delta]\) Ferrers diagram rank-metric code \(\mathcal{C}_F \subseteq \mathcal{C}'\), where \(F\) is an \(m \times m\) Ferrers diagram. Let \(\gamma_i, 1 \leq i \leq m\), be the number of dots in column \(i\) of \(F\), where the columns are indexed from left to right. A codeword of \(\mathcal{C}_F\) is derived from a codeword of \(c \in \mathcal{C}\) by satisfying a set of \(m\) equations implied by

\[
\begin{pmatrix}
0 & 0 & \cdots & f_{K-1} & \cdots & 0 \\
\end{pmatrix} \begin{pmatrix}
0 \\
\varepsilon \\
0 \\
\end{pmatrix}
\]

where \(f_i = (\cdots 0 \cdots 0) \mod m\), \(1 \leq i \leq K = \varepsilon\), and \(ut^T\) denotes the transpose of the vector \(u\).

It is easy to verify that \(\mathcal{C}_F\) is a linear code.

By (1) we have a system of \(m\) equations with \(K\) variables, \(a_0, a_1, \ldots, a_{K-1}\). The first \(\varepsilon\) equations imply that \(a_i = 0\) for \(0 \leq i \leq \varepsilon - 1\). The next \(K - \varepsilon = \eta - \delta + 1\) equations determine the values of the \(a_i\)'s, \(\varepsilon \leq i \leq K - 1\), as follows. From the next equation

\[
a_{\gamma_i} \gamma_i = \begin{pmatrix}
0 \\
\varepsilon \\
0 \\
\end{pmatrix}
\]

this is the next equation after we substitute \(a_i = 0\) for \(0 \leq i \leq \varepsilon - 1\), we have that \(a_i\) has \(q^{\gamma_i}\) solutions in \(\mathbb{F}_{q^m}\), while each element of \(\mathbb{F}_{q^m}\) is represented as an \(m\)-tuple over \(\mathbb{F}_q\). A solution of \(a_i\), the next equation

\[
a_{\gamma_i} \gamma_i + a_{\gamma_i+1} \gamma_i+1 = \begin{pmatrix}
0 \\
\varepsilon \\
0 \\
\end{pmatrix}
\]

has \(q^{\gamma_i}\) solutions for \(a_{\gamma_i+1}\). Therefore, we have that \(a_0, a_1, \ldots, a_{K-1}\) have \(q^{\gamma_i}\) solutions and hence the dimension of \(\mathcal{C}_F\) is \(\sum_{i=1}^{K-1} \gamma_i\) over \(\mathbb{F}_q\). Note, that since each of the \(\delta - 1\) rightmost columns of \(\mathcal{F}\) have \(m\) dots, i.e., \(\gamma_i = m, \delta - 1 \leq i \leq \eta\) (no zeros in the related equations), it follows that any set of values for the \(a_i\)'s cannot cause any contradiction in the last \(\delta - 1\) equations. Also, since the values of the \(K\) variables \(a_0, a_1, \ldots, a_{K-1}\) are determined for the last \(\delta - 1\) equations, the values for the related \(\delta - 1\) \(m\) dots are determined. Hence, they do not contribute to the number of solutions for the set of \(m\) equations. Thus, we have the following result.

Theorem 2: Let \(F\) be an \(m \times m, m \geq \eta\) Ferrers diagram. Assume that each one of the rightmost \(\delta - 1\) columns of \(F\) has \(m\) dots, and the \(i\)th column from the left of \(F\) has \(\gamma_i\) dots.
Then \( C_F \) is an \([F, \sum_{i=1}^{\eta-\delta+1} \gamma_i, \delta]\) code which attains the bound of Corollary 1.

**Remark 5:** For any solution of \( a_0, a_1, \ldots, a_{K-1} \) we have that
\((a_0, a_1, \ldots, a_{K-1})G = (0, \ldots, 0, c_0, c_1, \ldots, c_{\eta-1}) \in C \) and \((c_0, c_1, \ldots, c_{\eta-1}) \in C_F \).

**Remark 6:** For any \([m \times \eta, m(\eta-\delta+1), \delta]\) rank-metric code \( C' \), the codewords which have zeros in all the entries which are not contained in \( F \) form an \([F, \sum_{i=1}^{\eta-\delta+1} \gamma_i, \delta]\) code. Thus, we can use also any MRD codes, e.g., the codes described in [13], to obtain a proof for Theorem 2.

**Remark 7:** Since \( C_F \) is a subcode of an MRD code then we can use the decoding algorithm of the MRD code for the decoding of our code. Also note, that if \( F \) is an \( m \times \eta, m < \eta \), Ferrers diagram then we apply our construction for the \( \eta \times m \) Ferrers diagram of the conjugate partition.

When \( \delta = 1 \), the bounds and the construction are trivial. If \( \delta = 2 \), then by definition the rightmost column and the top row of an \( m \times \eta \) Ferrers diagram always has \( m \) dots and \( \eta \) dots, respectively. It implies that the bound of Theorem 1 is always attained with the construction if \( \delta = 2 \). This is the most interesting case since in this case the improvement of our constant-dimension codes compared to the codes in [2], [3] is the most impressive (see Section IV-C). If \( \delta > 2 \), the improvement is relatively small, but we will consider this case as it is of interest also from a theoretical point of view. Some constructions can be obtained based on the main construction and other basic constructions. We will give two simple examples for \( \delta = 3 \).

**Example 6:** Consider the following Ferrers diagram:

\[
F = \begin{pmatrix}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \\
\bullet & 
\end{pmatrix}
\]

The upper bound on \( \dim(F, 3) \) is 3. It is attained with the following basis with three \( 4 \times 4 \) matrices:

\[
\begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}, \quad \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

**Example 7:** Consider the following Ferrers diagram

\[
F = \begin{pmatrix}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \\
\bullet & 
\end{pmatrix}
\]

The upper bound on \( \dim(F, 3) \) is 4. It is attained with the basis consisting of four \( 4 \times 4 \) matrices, from which three are from Example 6 and the last one is

\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

As for more constructions, some can be easily generated by the interested reader, but whether the upper bound of Theorem 1 can be attained for all parameters remains an open problem.

**IV. ERROR-CORRECTING CONSTANT-DIMENSION CODES**

In this section, we will describe our multilevel construction. The construction will be applied to obtain error-correcting constant-dimension codes, but it can be adapted to construct error-correcting projective space codes without any modification. This will be discussed in the next section. We will also consider the parameters and decoding algorithms for our codes. Without loss of generality, we will assume that \( k \leq n - k \). This assumption can be made as a consequence of the following lemma [4], [11].

**Lemma 3:** If \( C \) is an \((n, M, 2\delta, k)\) constant-dimension code then \( C^\perp = \{X^\perp : X \in C\} \) where \( X^\perp \) is the orthogonal subspace of \( X \), is an \((n, M, 2\delta, n-k)\) constant-dimension code.

**A. Lifted Codes**

Koetter and Kschischang [2] gave a construction for constant-dimension Reed–Solomon-like codes. This construction can be presented more clearly in terms of rank-metric codes [3]. Given a \([k \times (n-k), \delta, \delta]\) rank-metric code \( C \) we form an \((n, q^2, 2\delta, k)\) constant-dimension code \( C \) by lifting \( C \), i.e., \( C = \{I_kA : A \in C\} \), where \( I_k \) is the \( k \times k \) identity matrix [3]. We will call the code \( C \) the lifted code of \( C \). Usually \( C \) is not maximal and it can be extended. This extension requires to design rank-metric codes, where the shape of a codeword is a Ferrers diagram rather than a \( k \times (n-k) \) matrix. We would like to use the largest possible Ferrers diagram rank-metric codes. In the appropriate cases, e.g., when \( \delta = 2 \), we will use the codes constructed in Section III for this purpose.

Assume we are given an echelon Ferrers form \( EF(v) \) of a binary vector \( v \), of length \( n \) and weight \( k \), with a Ferrers diagram \( F \) and a Ferrers diagram rank-metric code \( C_F \). \( C_F \) is lifted to a constant-dimension code \( C_v \) by substituting each codeword \( A \in C_F \) in the columns of \( EF(v) \) which correspond to the zeros of \( v \). Note, that depending on \( F \) it might implies conjugating \( F \) first. Unless \( v \) starts with a \( one \) and ends with a \( zero \) (the cases in which \( F \) is a \( k \times (n-k) \) Ferrers diagram) we also need to expand the matrices of the Ferrers diagram rank-metric code to \( k \times (n-k) \) matrices (which will be lifted), where \( F \) is in their upper right corner (and the new entries are \( zeros \)). As an immediate consequence from [3] we have the following.

**Lemma 4:** If \( C_F \) is an \([F, \gamma, \delta]\) Ferrers diagram rank-metric code then its lifted code \( C_v \) related to an \( k \times n \) echelon Ferrers form \( EF(v) \), is an \((n, q^2, 2\delta, k)\) constant-dimension code.

**Example 8:** For the word \( v = 11100000 \), its echelon Ferrers form

\[
EF(v) = \begin{pmatrix}
1 & 0 & 0 & \bullet & \bullet & \bullet \\
0 & 1 & 0 & \bullet & \bullet & \bullet \\
0 & 0 & 1 & \bullet & \bullet & \bullet \\
\end{pmatrix}
\]
the $3 \times 4$ matrix
\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

is lifted to the three-dimensional subspace with the $3 \times 7$ generator matrix
\[
\begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

For the word $v = 1001001$, its echelon Ferrers form

\[
EF(v) = \begin{pmatrix}
1 & \bullet & \bullet & 0 & \bullet & \bullet & 0 \\
0 & 0 & 0 & 1 & \bullet & \bullet & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

the $2 \times 4$ matrix
\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

is lifted to the three-dimensional subspace with the $3 \times 7$ generator matrix
\[
\begin{pmatrix}
1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

The code described in [3] is the same as the code described in Section III, where the identifying vector is $(1 \ldots 10 \ldots 0)$. If our lifted codes are the codes described in Section III then the same decoding algorithm can be applied. Therefore, the decoding in [3] for the corresponding constant-dimension code can be applied directly to each of our lifted constant-dimension codes in this case, e.g., it can always be applied when $\delta = 2$. It would be worthwhile to permute the coordinates in a way that the identity matrix $I_k$ will appear in the first $k$ columns, from the left, of the reduced row echelon form, and $F$ will appear in the upper right corner of the $k \times n$ matrix. The reason is that the decoding of [3] is described on such matrices.

B. Multilevel Construction

Assume we want to construct an $(n,M,2\delta,k)_q$ constant-dimension code $C$.

The first step in the construction is to choose a binary constant-weight code $C$ of length $n$, weight $k$, and minimum distance $2\delta$. This code will be called the skeleton code. Any constant-weight code can be chosen for this purpose, but different skeleton codes will result in different constant-dimension codes with usually different sizes. The best choice for the skeleton code $C$ will be discussed in the next subsection. The next three steps are performed for each codeword $c \in C$.

The second step is to construct the echelon Ferrers form $EF(c)$.

The third step is to construct an $[F, \theta, \delta]$ Ferrers diagram rank-metric code $C_F$ for the Ferrers diagram $F$ of $EF(c)$. If possible we will construct a code as described in Section III.

The fourth step is to lift $C_F$ to a constant-dimension code $C_{C_F}$, for which the echelon Ferrers form of $X \in C_{C_F}$ is $EF(c)$.

Finally

\[
C = \bigcup_{c \in C} C_{C_F}.
\]

As an immediate consequence of Lemmas 2 and 4, we have the following theorem.

Theorem 3: $C$ is an $(n,M,2\delta,k)_q$ constant-dimension code, where $M = \sum_{c \in C} |C_{C_F}|$.

Example 9: Let $n = 6, k = 3$, and

\[
C = \{111100, 100110, 010101, 001011\}
\]

a constant-weight code of length 6, weight 3, and minimum Hamming distance 4. The echelon Ferrers forms of these four codewords are

\[
EF(111100) = \begin{pmatrix}
1 & 0 & 0 & \bullet & \bullet & \bullet \\
0 & 1 & 0 & \bullet & \bullet & \bullet \\
0 & 0 & 1 & \bullet & \bullet & \bullet \\
0 & 0 & 0 & 1 & \bullet & \bullet \\
0 & 0 & 0 & 0 & 1 & \bullet \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

\[
EF(100110) = \begin{pmatrix}
1 & \bullet & \bullet & 0 & \bullet & \bullet \\
0 & 0 & 0 & 1 & \bullet & \bullet \\
0 & 0 & 0 & 0 & 1 & \bullet \\
0 & 1 & \bullet & \bullet & 0 & \bullet \\
0 & 0 & 0 & 1 & \bullet & \bullet \\
0 & 0 & 0 & 0 & 1 & \bullet \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

\[
EF(010101) = \begin{pmatrix}
0 & 0 & 1 & \bullet & \bullet & \bullet \\
0 & 0 & 0 & 1 & \bullet & \bullet \\
0 & 0 & 0 & 0 & 1 & \bullet \\
0 & 1 & \bullet & \bullet & 0 & \bullet \\
0 & 0 & 0 & 1 & \bullet & \bullet \\
0 & 0 & 0 & 0 & 1 & \bullet \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

By Theorem 2, the Ferrers diagrams of these four echelon Ferrers forms yield Ferrers diagram rank-metric codes of sizes $64, 42, 2$ and $1$, respectively. Hence, we obtain a $(6,71,4,3)_2$ constant-dimension code $C$.

Remark 8: A $(6,74,4,3)_2$ code was obtained by computer search [8]. Similarly, we obtain a $(7,289,4,3)_2$ code. A $(7,304,4,3)_2$ code was obtained by computer search [8].

Example 10: Let $C$ be the codewords of weight 4 in the [8,4,4] extended Hamming code with the following parity-check matrix:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

$C$ has 14 codewords with weight 4. Each one of these codewords is considered as an identifying vector for the echelon Ferrers forms from which we construct the final $(8,4573,4,4)_2$ code $C$. The 14 codewords of $C$ and their contribution for the final code $C$ are given in the following table. The codewords are taken in lexicographic order.
C. Code Parameters

We now want to discuss the size of our constant-dimension code, the required choice for the skeleton code $C$, and compare the size of our codes with the size of the codes constructed in [2], [3].

The size of the final constant-dimension code $C$ depends on the choice of the skeleton code $C$. The identifying vector with the largest size of corresponding rank-metric code is $11 \ldots 1$ $0 \ldots 0$. The corresponding $[k \times (n-k), \ell, \delta]$ rank-metric code has dimension $\ell = (n-k)(k-\delta+1)$ and hence it contributes $q^{(n-k)(k-\delta+1)}$ $k$-dimensional subspaces to our final code $C$. These subspaces form the codes in [2], [3]. The next identifying vector which contributes the most number of subspaces to $C$ is $01 \ldots 1$ $0 \ldots 0$.

The number of subspaces it contributes depends on the bounds presented in Section III. The rest of the code $C$ usually has fewer codewords than those contributed by these two. Therefore, the improvement in the size of the code compared to the code of [2] is not dramatic. But, for most parameters, our codes are larger than the best known codes. In some cases, e.g., when $\delta = k$, our codes are as good as the best known codes (see [4]) and suggest an alternative construction. When $k = 3$, $\delta = 4$, and reasonably small $n$, the cyclic codes constructed in [4], [8] are larger.

Two possible alternatives for the best choice for the skeleton code $C$ might be of special interest. The first one is for $k = 4$ and $n$ which is a power of two. We conjecture that the best skeleton code is constructed from the codewords with weight 4 of the extended Hamming code for which the columns of the parity-check matrix are given in lexicographic order. We generalize this choice of codewords from the Hamming code by choosing a constant-weight lexicode [20]. Such a code is constructed as follows. All vectors of length $n$ and weight $k$ are listed in lexicographic order. The code $C$ is generated by adding to the code $C$ one codeword at a time. At each stage, the first codeword of the list, that does not violate the distance constraint with the other codewords of $C$, is joined to $C$. Lexicodes are not necessarily the best constant-weight codes. For example, size of the largest constant-weight code of length 10 and weight 4 is 30, while the lexicode with the same parameters has size 18. But, the constant-dimension code derived from the lexicode is larger than any constant-dimension code derived from any related code of size 30.

The following table summarized the sizes of some of our codes compared to previous known codes. In all these codes we have started with a constant-weight lexicode in the first step of the construction.

<table>
<thead>
<tr>
<th>$q$</th>
<th>$d_2(C)$</th>
<th>$n$</th>
<th>$k$</th>
<th>code size [2]</th>
<th>size of our code</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>$2^{16}$</td>
<td>$2^{14}+4177$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>5</td>
<td>$2^{20}$</td>
<td>$2^{19}+118751$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>12</td>
<td>4</td>
<td>$2^{24}$</td>
<td>$2^{22}+2290845$</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>10</td>
<td>5</td>
<td>$2^{15}$</td>
<td>$2^{15}+73$</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>13</td>
<td>4</td>
<td>$2^{18}$</td>
<td>$2^{18}+4357$</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>21</td>
<td>5</td>
<td>$2^{12}$</td>
<td>$2^{12}+16844809$</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>$3^6$</td>
<td>$3^6+124$</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>$3^{12}$</td>
<td>$3^{12}+8137$</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>$3^6$</td>
<td>$3^6+345$</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>$4^{12}$</td>
<td>$4^{12}+72529$</td>
</tr>
</tbody>
</table>

D. Decoding

The decoding of our codes is quite straightforward and it mainly consists of known decoding algorithms. As we used a multilevel coding we will also need a multilevel decoding. In the first step, we will use a decoding for our skeleton code and in the second step, we will use a decoding for the rank-metric codes.

Assume the received word was a $k$-dimensional subspace $Y$. We start by generating its reduced row echelon form $E(Y)$. Given $E(Y)$ it is straightforward to find the identifying vector $y(Y)$. Now, we use the decoding algorithm for the constant-weight code to find the identifying vector $v(X)$ of the submitted $k$-dimensional subspace $X$. If no more than $\delta - 1$ errors occurred then we will find the correct identifying vector. This claim is an immediate consequence of Lemma 2.

In the second step of the decoding, we are given the received subspace $Y$, its identifying vector $y(Y)$, and the identifying vector $v(X)$ of the submitted subspace $X$. We consider the echelon Ferrers form $EF(y(X))$, its Ferrers diagram $F$, and the $[F, p, \delta]$ Ferrers diagram rank-metric code associated with it. We can permute the columns of $EF(y(X))$, and use the same permutation on $Y$, in a way that the identity matrix $I_k$ will be in the left side. Now, we can use the decoding of the specific rank-metric code. If our rank-metric codes are those constructed in Section III then we can use the decoding as described in [3]. It is clear now that the efficiency of our decoding depends on the efficiency of the decoding of our skeleton code and the efficiency of the decoding of our rank-metric codes. If the rank-metric codes are MRD codes then they can be decoded efficiently [12], [13]. The same is true if the Ferrers diagram metric codes are those constructed in Section III as they are subcodes of MRD codes and the decoding algorithm of the related MRD code applied to them as well.

There are some alternative ways for our decoding, some of which improve on the complexity of the decoding. For example, we can make use of the fact that most of the code is derived from two identifying vectors or that most of the rank-metric codes are of relatively small size. One such case can be when all the identity matrices of the echelon Ferrers forms are in consecutive columns of the codeword (see [10]). We will not discuss it as the related codes hardly improve on the codes in [2], [3].
Finally, if we allow to receive a word which is an \( \ell \)-dimensional subspace \( Y \), \( k - \delta + 1 \leq \ell \leq k + \delta - 1 \), then the same procedure will work as long as \( d_S(X, Y) \leq \delta - 1 \). This is a consequence of the fact that the decoding algorithm of [3] does not restrict the dimension of the received word.

V. ERROR-CORRECTING PROJECTIVE SPACE CODES

In this section, our goal will be to construct large codes in \( \mathcal{P}_q(n) \) which are not constant-dimension codes. We first note that the multilevel coding described in Section IV can be used to obtain a code in \( \mathcal{P}_q(n) \). The only difference is that we should start in the first step with a general binary code of length \( n \) in the Hamming space as a skeleton code. The first question which will arise in this context is whether the method is as good as for constructing codes in \( \mathcal{G}_q(n, k) \). The answer can be inferred from the following example.

**Example 11:** Let \( n = 7 \) and \( d = 3 \), and consider the \([7, 4, 3]\) Hamming code with the parity-check matrix

\[
\begin{bmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0
\end{bmatrix}.
\]

By using the multilevel coding with this Hamming code we obtain a code with minimum distance 3 and size \( 394 \) in \( \mathcal{P}_2(7) \).

As we shall see in the sequel, this code is much smaller than a code that will be obtained by puncturing. We have also generated codes in the projective space based on the multilevel construction, where the skeleton code is a lexicode. The constructed codes appear to be much smaller than the codes obtained by puncturing. Puncturing of a code \( \mathcal{C} \) (or union of codes with different dimensions and the required minimum distance) obtained in Section IV results in a projective space code \( \mathcal{C}' \). If the minimum distance of \( \mathcal{C} \) is \( 2\delta \) then the minimum distance of \( \mathcal{C}' \) is \( 2\delta - 1 \). \( \mathcal{C}' \) has a similar structure to a code obtained by the multilevel construction (similar structure in the sense that the identifying vectors of the codewords can form a skeleton code). But the artificial “skeleton code” can be partitioned into pairs of codewords with Hamming distance one, while the distance between two codewords from different pairs is at least \( 2\delta - 1 \). This property yields larger codes by puncturing, sometimes with double size, compared to codes obtained by the multilevel construction.

A. Punctured Codes

Puncturing and punctured codes are well known in the Hamming space. An \((n, M, d)\) code in the Hamming space is a code of length \( n \), minimum Hamming distance \( d \), and \( M \) codewords. Let \( \mathcal{C} \) be an \((n, M, d)\) code in the Hamming space. Its punctured code \( \mathcal{C}' \) is obtained by deleting one coordinate of \( \mathcal{C} \). Hence, there are \( n \) punctured codes and each one is an \((n - 1, M, d - 1)\) code. In the projective space there is a very large number of punctured codes for a given code \( \mathcal{C} \) and in contrary to the Hamming space the sizes of these codes are usually different.

Let \( X \) be an \( \ell \)-dimensional subspace of \( \mathbb{F}_q^n \) such that the unity vector with a one in the \( \ell \)-th coordinate is not an element in \( X \). The \( \ell \)-coordinate puncturing of \( X \), \( \Delta_\ell(X) \), is defined as the \( \ell \)-dimensional subspace of \( \mathbb{F}_q^{n-1} \) obtained from \( X \) by deleting coordinate \( i \) from each vector in \( X \). This puncturing of a subspace is akin to puncturing a code \( \mathcal{C} \) in the Hamming space by the \( i \)-th coordinate.

Let \( \mathcal{C} \) be a code in \( \mathcal{P}_q(n) \) and let \( Q \) be an \((n - 1)\)-dimensional subspace of \( \mathbb{F}_q^n \). Let \( E(Q) \) be the \((n - 1) \times n \) generator matrix of \( Q \) (in reduced row echelon form) and let \( \tau \) be the position of the unique zero in \( E(Q) \). Let \( v \in \mathbb{F}_q^n \) be an element such that \( v \notin Q \). We define the punctured code

\[
\mathcal{C}_{Q,v} = \mathcal{C}_Q \cup \mathcal{C}_{Q,v}
\]

where

\[
\mathcal{C}_Q = \{ \Delta_\tau(X) : X \in \mathcal{C}, X \subseteq Q \}
\]

and

\[
\mathcal{C}_{Q,v} = \{ \Delta_\tau(X \cap Q) : X \in \mathcal{C}, v \in X \}.
\]

**Remark 9:** If \( \mathcal{C} \) was constructed by the multilevel construction of Section IV then the codewords of \( \mathcal{C}_Q \) and \( \mathcal{C}_{Q,v} \) can be partitioned into related lifted codes of Ferrers diagram rank-metric codes. Some of these codes are cosets of the linear Ferrers diagram rank-metric codes.

The following theorem can be easily verified.

**Theorem 4:** The punctured code \( \mathcal{C}_{Q,v} \) of an \((n, M, d)\) code \( \mathcal{C} \) is an \((n - 1, M', d - 1)\) code.

**Remark 10:** The code \( \hat{\mathcal{C}} = \{ X : X \in \mathcal{C}, X \subseteq Q \} \cup \{ X \cap Q : X \in \mathcal{C}, v \in X \} \) is an \((n, M', d - 1)\) code whose codewords are contained in \( Q \). Since \( Q \) is an \((n - 1)\)-dimensional subspace it follows that there is an isomorphism \( \varphi \) such that \( \varphi(Q) = \mathbb{F}_q^{n-1} \). The code \( \varphi(\hat{\mathcal{C}}) = \{ \varphi(X) : X \in \hat{\mathcal{C}} \} \) is an \((n - 1, M', d - 1)\) code. The code \( \mathcal{C}_{Q,v} \) was obtained from \( \hat{\mathcal{C}} \) by such isomorphism which uses the \( \tau \)-coordinate puncturing on all the vectors of \( Q \).

**Example 12:** Let \( \mathcal{C} \) be the \((8, 4573, 4, 4)\) code given in Example 10. Let \( Q \) be the seven-dimensional subspace whose \( 7 \times 8 \) generator matrix is

\[
\begin{bmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1
\end{bmatrix}.
\]

By using puncturing with \( Q \) and \( v = 10000001 \) we obtain a code \( \mathcal{C}_{Q,v} \) with minimum distance 3 and size \( 573 \). By adding to \( \mathcal{C}_{Q,v} \) two codewords, the null space \{0\} and \( \mathbb{F}_2^7 \) we obtained a \((7, 575, 3)\) code in \( \mathcal{P}_2(7) \). The following tables show the number of codewords which were obtained from each of the identifying vectors with weight 4 of Example 10 (see the top of the following page). The Ferrers diagram rank-metric codes in some of the entries must be chosen (if we want to construct the same code by a multilevel construction) in a clever way and not directly as given in Section III. We omit their description from lack of space and leave it to the interested reader.

The large difference between the sizes of the codes of Examples 11 and 12 shows the strength of puncturing when applied on codes in \( \mathcal{P}_q(n) \).
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is an $\mathbb{F}_q^n$ code for each such codeword $C_Q$. We leave to the reader the verification that $C_Q$ is a $k$-dimensional subspace of $\mathbb{F}_q^n - \{0\}$ such that $C_Q \cap C_{Q'} = \{0\}$. Thus, again by using simple averaging argument we have that there exist an $(n-1)$-dimensional subspace $Q \subset \mathbb{F}_q^n$ and $v \notin Q$ such that 

$$|C_{Q,v}| \geq \frac{(M - |C_Q|)(q^{n-k} - q^{n-k-1})}{q^n - q^{n-k}} = M - |C_Q|.$$ 

Therefore, there exists an $(n-1, M', d-1)_q$ code $C_{Q',v}$ such that 

$$M' = |C_Q| + |C_{Q',v}| \geq |C_Q| + M = \frac{(q^{n-k} - 1)|C_Q|}{q^{n-k}} + M \geq \frac{(q^{n-k} - 1)M(q^{n-k} - 1) + M(q^n - 1)}{q^n - 1} = \frac{M(q^{n-k} + k - 2)}{q^n - 1}.$$ 

Clearly, choosing the $(n-1)$-dimensional subspace $Q$ and the element $v$ in a way that $C_{Q',v}$ will be maximized is important in this context. Example 12 can be generalized in a very simple way. We start with a $(4k, q^{2(k+1)}, 2k, 2k)_q$ code obtained from the codeword $1 \cdots 1 0 \cdots 0$ in the multilevel approach. We apply puncturing with the $(n-1)$-dimensional subspace $Q$ whose $(n-1) \times n$ generator matrix is 

$$\begin{pmatrix} 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}.$$ 

It is not difficult to show that in the $[2k, (2k, q^{2k^2})$ rank-metric code $C$ there are $q^{2k^2}$ codewords with zeros in the last column and $q^{2k^2}$ codewords with zeros in the first row. There is also a codeword whose first row ends with a one. If $u$ is this first row and with a one there are $q^{2k^2}$ codewords whose first row is $u$. We choose $v$ to be $v = 10 \cdots 0 u$. By using puncturing with $Q$ and $v$ we have $|C_{Q,u}| = q^{2k^2}$ and $|C_{Q,v}| = q^{2k^2}$. Hence, $C_{Q,v}$ is a $(4k-1, 2k, 2k^2, 2k-1)_q$ code in $\mathcal{P}_q(4k-1)$. By using more codewords from the constant-weight code in the multilevel approach and adding the null space and $\mathbb{F}_q^{n-k}$ to the code we construct a slightly larger code with the same parameters.

**C. Decoding**

We assume that $C$ is an $(n, M, d)_q$ code and that all the dimensions of the subspaces in $C$ have the same parity which implies that $d = 2k$. This assumption makes sense as these are the interesting codes on which puncturing is applied, similarly to puncturing in the Hamming space. We further assume for simplicity that without loss of generality (w.l.o.g.) if $E(Q)$ is the $(n-1) \times n$ generator matrix of $Q$ then the first $n-1$ columns are linearly independent, i.e., $E(Q) = [I u]$, where $I$ is an $(n-1) \times (n-1)$ unity matrix and $u$ is a column vector of length $n-1$.

Assume that the received word from a codeword $X'$ of $C_{Q',v}$ is an $\ell$-dimensional subspace $Y' \subset \mathbb{F}_q^n$. The first step will be to find a subspace $Z$ of $\mathbb{F}_q^n$ on which we can apply the decoding algorithm of $C$. The result of this decoding will reduced to the $(n-1)$-dimensional subspace $Q$ and punctured to obtain the codeword of $C_{Q,v}$. We start by generating from $Y'$ an $\ell$-dimensional subspace $Y' \subset \mathbb{F}_q^n$. This is done by appending a symbol to the end of each vector in $Y'$ by using the generator matrix $E(Y')$. If a generator matrix $E(Y')$ is given we can do this process only to the rows of $E(Y')$ to obtain the generator matrix $E(Y)$ of $Y$. We leave to the reader the verification that the generator matrix of $Y$ is formed in its reduced row echelon form.

**Remark 11:** If the zero of $v(Q)$ is in coordinate $\tau$ then instead of appending a symbol to the end of the codeword we insert a symbol at position $\tau$.

Let $k$ be the dimension of $Y'$ and assume $p$ is the parity of the dimension of any subspace in $C$, where $p = 0$ or $p = 1$. Once we have $Y'$ we distinguish between two cases to form a new subspace $Z$ of $\mathbb{F}_q^n$. 

<table>
<thead>
<tr>
<th>$C_Q$</th>
<th>identifying vector</th>
<th>addition to $C_Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$11110000$</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>$11001100$</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>$10101010$</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>$10010110$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$01001010$</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$01010100$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$00111100$</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C_{Q,v}$</th>
<th>$v = 10000001$</th>
<th>identifying vector</th>
<th>addition to $C_{Q,v}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$11110000$</td>
<td>256</td>
<td>$11001000$</td>
<td>16</td>
</tr>
<tr>
<td>$10101010$</td>
<td>8</td>
<td>$10010110$</td>
<td>2</td>
</tr>
<tr>
<td>$01001010$</td>
<td>4</td>
<td>$01010100$</td>
<td>2</td>
</tr>
<tr>
<td>$00111100$</td>
<td>1</td>
<td>$00110100$</td>
<td>1</td>
</tr>
</tbody>
</table>

**Proof:** as before, $P_{Q(n)}$ can be chosen in $\mathbb{F}_q^{n-1}$ different ways. By using basic enumeration, it is easy to verify that each $k$-dimensional subspace of $P_{Q(n)}$ is contained in $\mathbb{F}_q^{n-k}$ different subspaces of $P_{Q(n)}$. Thus, by a simple averaging argument we have that there exist an $(n-1)$-dimensional subspace $Q \subset \mathbb{F}_q^n$ and $v \notin Q$ such that 

$$|C_{Q,v}| \geq \frac{(M - |C_Q|)(q^{n-k} - q^{n-k-1})}{q^n - q^{n-k}} = M - |C_Q|.$$ 

Therefore, there exists an $(n-1, M', d-1)_q$ code $C_{Q',v}$ such that 

$$M' = |C_Q| + |C_{Q',v}| \geq |C_Q| + M = \frac{(q^{n-k} - 1)|C_Q|}{q^{n-k}} + M \geq \frac{(q^{n-k} - 1)M(q^{n-k} - 1) + M(q^n - 1)}{q^n - 1} = \frac{M(q^{n-k} + k - 2)}{q^n - 1}. \quad \square$$
Case 1: \( \delta \) is even.
- If \( \ell \equiv p(\text{mod} \ 2) \) then \( Z = Y \cup (v + Y) \).
- If \( \ell \not\equiv p(\text{mod} \ 2) \) then \( Z = Y \).

Case 2: \( \delta \) is odd.
- If \( \ell \equiv p(\text{mod} \ 2) \) then \( Z = Y \).
- If \( \ell \not\equiv p(\text{mod} \ 2) \) then \( Z = Y \cup (v + Y) \).

Now we use the decoding algorithm of the code \( C \) with the word \( Z \). The algorithm will produce as an output a codeword \( X \). Let \( \tilde{X} = X \cap Q \) and \( \tilde{X}' = \text{the subspace of } F_{q}^{n-1} \) obtained from \( \tilde{X} \) by deleting the last entry of \( \tilde{X} \). We output \( \tilde{X}' \) as the subcodeword \( X' \) of \( C_{Q_{M}} \). The correctness of the decoding algorithm is an immediate consequence of the following theorem.

**Theorem 6:** If \( d_{S}(X', Y') \leq \delta - 1 \) then \( \tilde{X}' = X' \).

**Proof:** Assume that \( d_{S}(X', Y') \leq \delta - 1 \). Let \( X \in Q \) be the word obtained from \( X' \) by appending a symbol to the end of each vector in \( X' \) (this can be done by using the generator matrix \( E(Q) \) of \( Q \)). If \( u \in X' \cap Y' \) then we append the same symbol to \( u \) to obtain the element of \( X \) and to obtain the element of \( Y \). Hence, \( d_{S}(X, Y) = d_{S}(X', Y') \leq \delta - 1 \). If \( d_{S}(X, Y) \leq \delta - 2 \) then \( d_{S}(X, Z) \leq d_{S}(X, Y) + 1 \leq \delta - 1 \). Now, note that if \( \delta - 1 \) is odd then \( Z \) does not have the same parity as the dimensions of the subspaces in \( C \) and if \( \delta - 1 \) is even then \( Z \) has the same parity as the dimensions of the subspaces in \( C \). Therefore, if \( d_{S}(X, Y) = \delta - 1 \) then by the definition of \( Z \) we have \( Z = Y \) and hence \( d_{S}(X, Z) = \delta - 1 \). Therefore, the decoding algorithm of \( C \) will produce as an output the unique codeword \( X' \) such that \( d_{S}(X', Z) \leq \delta - 1 \), i.e., \( X = X' \). \( X' \) is obtained by deleting the last entry of each vector of \( X \cap Q \). \( X' \) is obtained by deleting the last entry of \( X \cap Q \). Therefore, \( \tilde{X}' = X' \). \( \square \)

The constant-dimension codes constructed in Section IV have the same dimension for all codewords. Hence, if \( C \) was constructed by our multilevel construction then its decoding algorithm can be applied on the punctured code \( C_{Q_{M}} \).

**VI. CONCLUSION AND OPEN PROBLEMS**

A multilevel coding approach to construct codes in the Grassmannian and the projective space was presented. The method makes usage of four tools, an appropriate constant-weight code, the reduced row echelon form of a linear subspace, the Ferrers diagram related to this echelon form, and rank-metric codes related to the Ferrers diagram. Some of these tools seem to be important and interesting in themselves in general and particularly in the connection of coding in the projective space. The constructed codes by our method are usually the best known today for most parameters. We have also defined the puncturing operation on codes in the projective space. We applied this operation to obtain punctured codes from our constant-dimension codes. These punctured codes are considerably larger than codes constructed by any other method. The motivation for considering these codes came from network coding [21]–[23] and error-correction in network coding [2], [24], [25]. It is worth mentioning that the actual dimensions of the error-correcting codes needed for network coding are much larger than the dimensions given in our examples. Clearly, our method works also on much higher dimensions as needed for the real application.

The research on coding in the projective space is only in its initial steps and many open problems and directions for further research are given in our references. We focus now only on problems which are directly related to our current research.

- Is there a specification for the best constant-weight code which should be taken for our multilevel approach? Our discussion on the Hamming code and lexicodes is a first step in this direction.
- Is the upper bound of Theorem 1 attained for all parameters? Our constructions for optimal Ferrers diagram rank-metric codes suggest that the answer is positive.
- How far are the codes constructed by our method from optimality? The upper bounds on the sizes of codes in the Grassmannian and the projective space are still relatively much larger than the sizes of our codes [4], [2], [11]. The construction of cyclic codes in [4] suggests that indeed there are codes which are relatively much larger than our codes. However, we believe that in general the known upper bounds on the sizes of codes in the projective space are usually much larger than the actual size of the largest codes. Indeed, solution for this question will imply new construction methods for error-correcting codes in the projective space.
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